
  مطالب آماري گزيده  
  185-198 ، صص1387 پاييز وزمستان، 2  ي ، شماره19 سال  

 ؛غيـر خطـي     معـادلات سـاختاري    ؛شـده   گـم هـاي      داده ؛هـستينگس -الگوريتم متروپليس  :واژگان كليدي 
  .گير گيبس نمونه

  دار مكاتبات ي عهده  نويسنده*

هاي معادلات   ماكسيمم درستنمايي مدلبراوردارزيابي 
 شده گم طور تصادفي هاي به داده  باغير خطيساختاري 
  شدگي مختلف گم هاي تحت نرخ

  *،2 مجتبي گنجعلي1،نو زينب صنم
  شهيد بهشتيدانشگاه دانشجوي فوق ليسانس آمار،  1
  دانشگاه شهيد بهشتي دانشيار آمار، 2

 يكـي از  .  با متغيرهاي پنهان بـسيار متـداول اسـت         برخورد و اجتماعي    رفتاري علوم   در .چكيده
دو  از گونـه متغيرهـا، مـدل معـادلات سـاختاري اسـت كـه               بندي اين   مدلها براي    بهترين روش 

 ي  پنهـان بـا معادلـه      گيري و ساختاري تشكيل يافته است و روابط بين متغيرهاي            اندازه ي  معادله
افزارهـاي    و نـرم    ماكـسيمم درسـتنمايي    ي   نظريـه  ،وجـود ايـن   با  . شوند  ساختاري نشان داده مي   

شناسـي و اجتمـاعي بـراي        كه در مطالعات روان   ] 1[ EQS و   ]8[ كامپيوتري موجود نظير ليزرل   
روند، بر اساس روابط خطي بين متغيرها و وجود     كار مي   متغيرهاي پنهان به   ارزيابي ارتباطات بين  

د از يـك طـرف و از طـرف ديگـر وجـو              شده  گمهاي    جود داده و. اند  بنا نهاده شده   هاي كامل   داده
 دار از اهميـت     هـاي معنـي     آوردن مـدل   به دسـت   بين متغيرهاي پنهان براي      غير خطي ارتباطات  

ــت  ــوردار اســـ ــسياري برخـــ ــارا . بـــ ــي و همكـــ ــوع  ]10[ن لـــ ــوريتمي از نـــ    الگـــ
نمايي  ماكـسيمم درسـت    بـراورد كردنـد كـه بـراي        را معرفـي   (EM) سازي  ماكسيمم-اميدگيري

كـار     بـه (MAR) شده گمطور تصادفي   هاي به   داده  با غير خطي پارامترهاي معادلات ساختاري    
 E شـرطي، گـام   هـاي پيچيـده در اميـد    انتگرال  آوردنبه دستدر اين الگوريتم براي . رود مي
-تـروپليس مو الگـوريتم     ]6[ گيـر گيـبس     شود كه نمونه    اي كامل مي     الگوريتم دورگه  ي  وسيله  به

 سازي شرطي   ماكسيمم ي  وسيله  كارايي به  طور  به M كه گام   كند درحالي    را تركيب مي   نگسهستي
سـازي، كـارايي       شبيه ي  با استفاده از يك مطالعه    تا  قصد داريم    اين مقاله    در. گردد  كامل مي  ]15[
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  .يابد مورد بررسي قرار دهيم شدگي افزايش مي زماني كه نرخ گم اين روش را

  مقدمه-1

 هـا متغيرهـاي    هـايي هـستند كـه در آن        هايي از نوع ليزرل مدل     عاملي و مدل  مدل تحليل   
خطـي بـين     اخيراً مشخص شده است كه روابط غيـر       . ندا  هاي خطي در ارتباط     پنهان با تابع  

. دارتر گاهي اوقـات مفيـد اسـت         تر و معني    هاي درست   متغيرهاي پنهان براي تشكيل مدل    
كاربردي بـه    متغيرهاي پنهان در مطالعاتي دو رجهعنوان مثال براي اثرهاي متقابل و د      به
  .رجوع كنيد ها موجود در آن هاي و مرجع ]20[، ]2[

 هـاي  ، تحليـل مـدل  غير خطـي هاي مرتبط با متغيرهاي پنهان       دليل پيچيدگي توزيع    به
 غيـر خطـي   هاي تحليل عاملي      مدل.  است دشوار (NSEM) غير خطي معادلات ساختاري   

آملـي و     و سـپس توسـط اعتـضادي       قرار گرفـت  مطالعه   مورد   ]14[ دونالد  مك ابتدا توسط 
هاي  اخيراً براي تحليل برخي مدل. توسعه داده شد ]17[ مويجارت و بنتلرو  ]5[دونالد  مك

اند   هايي پيشنهاد شده    روش ،اثرات متقابل متغيرهاي پنهان     با غير خطي ساختاري   معادلات
، ]9[و جـود    منابع كنـي ر توان د ها را مي اين روش. دبرن كار مي هرا ب ]8[ ليزرل   ي  برنامه كه

  .ملاحظه كرد ]13[و مارش و همكاران  ]18[ پينگ
ماكـسيمم   براوردرا معرفي كردند كه براي  EM الگوريتمي از نوع ]10[لي و همكاران 

 شـده   گـم  طور تصادفي   هاي به    با داده  غير خطي درستنمايي پارامترهاي معادلات ساختاري     
ز  يك روش مهم آمـاري اسـت كـه بـسياري ا            ،رويكرد ماكسيمم درستنمايي  . رود  يكار م   به

بـا   برخـورد كه   دليل اين   به.  را دارد  …يي و   ا كار ،ماري نظير سازگاري  آ ي  خصوصيات بهينه 
 روش ماكـسيمم   ]10[ در عمـل بـسيار معمـول اسـت، لـي و همكـاران                شده  گمهاي    داده

هـاي    داده تحليـل . بـسط دادنـد    شـده   گمصادفي  طور ت   هاي به   دادهحضور  درستنمايي را در    
 فعـالي در    ي  هنـوز هـم حـوزه       در علم آمار مورد توجه زيادي قرار گرفتـه اسـت و            شده  گم

 براي مدل معادلات ساختاري     ).]4 [ افرون و ]12[براي مثال ليتل و روبين      (هاست    پژوهش
بـين متغيرهـاي    غيـر خطـي   روابط ي واسطه  معرفي شده به،شده گمهاي    با داده  غير خطي 

در نتيجه  . چيده است يشده پ  هاي مشاهده   ، توزيع توأم داده   شده  گمهاي    پنهان و حضور داده   
ي   محاسـبه  ودشـوار بـوده     شـده    هاي مشاهده   تابع لگاريتم درستنمايي داده    آوردن   به دست 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

os
s.

sr
tc

.a
c.

ir
 o

n 
20

26
-0

1-
29

 ]
 

                             2 / 15

http://ijoss.srtc.ac.ir/article-1-105-en.html


 187  …   باغير خطيهاي معادلات ساختاري   ماكسيمم درستنمايي مدلبراوردارزيابي   

 .................................185-198، صص 1387 پاييز وزمستان، 2 ي  ، شماره19سال مطالب آماري،   گزيده .................................

بسيار مـشكل   سازي مستقيم اين تابع  ماكسيممي  وسيله  هاي ماكسيمم درستنمايي به   براورد
از الگـوريتم    ماكـسيمم درسـتنمايي  براورددست آوردن   براي به ]10[لي و همكاران    . است

 ، واقعي ي  شده  گمهاي    ها علاوه بر داده    در روش آن  . كردند استفاده ]EM ]3 ي  شده شناخته
به هر حـال هنـوز      . شود   فرضي رفتار مي   ي  شده  گم هاي  داده با متغيرهاي پنهان نيز همانند    

براي حل اين   . پيچيدگي وجود دارد   ،مدل  بودن غير خطي  و   شده  گمهاي   دادهعلت وجود    به
شـرط   شـده بـه     استفاده از توزيع شـرطي مقـادير گـم        اميدهاي شرطي با     ،Eدر گام   مشكل  

 ،حـل بـراي     نيز M  گام .شوند  اي تقريب زده مي     هاي نمونه    با ميانگين  ،شده  مقادير مشاهده 
ايـن   در. شـود  راي تكميل اين گام استفاه مـي    سازي شرطي ب    فرم بسته ندارد و از ماكسيمم     

شـوند، سـپس الگـوريتم         معرفـي مـي    غيـر خطـي    هاي معادلات ساختاري    مقاله ابتدا مدل  
يي اين روش زماني كـه      اشود و در انتها كار      ارائه مي  ]10[شده توسط لي و همكاران       معرفي

سازي مورد بررسي     شبيه ي  يابد با استفاده از يك مطالعه       افزايش مي  شده  گمهاي    تعداد داده 
  .گيرد قرار مي

 غير خطيهاي معادلات ساختاري  مدل -2

  توصيف مدل -1-2
گيـري زيـر صـدق        انـدازه  باشد كـه در مـدل      p×1 بردار تصادفي آشكار   iy فرض كنيد 

   .كند مي
i i i= + +y μ Λζ ε  

) يــك مــاتريس Λ كــه در آن )p q q p× بــرداري از  μ عــاملي، هــاي از محمولــه >
خطا بـا    از مقادير  p×1 بردار iε هاي تصادفي و   املعاز q×1 بردار تصادفي  iζ ،اه ثابت
) توزيع , )pN ΨD�  است كه Ψ     يك ماتريس كواريانس قطري و  iζ  مستقل از iε است .

) صورت   را به  iζ تر،  هاي پيچيده  موقعيتدر   ),T T
i iη ξ  شـود كـه      فرض مـي  . كنيم  افراز مي

   .كند زير صدق مي ساختاري غير خطي  ي معادلهمدل شده در  متغيرهاي پنهان افراز بردار
( )i i i iH= + +η Bη Γ ξ δ  

)1( 

)2( 
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ــه در آن ــه iξ و iη ك ــب ب ــايزيربردار ترتي ــان ه q پنه ×1 q و 1 ×2 ــستند iζ از 1  ه
)q q q+ =1 ) ، همچنين تابع  )2 ) ( ( ),..., ( ))T

i i t iH h h=ξ ξ ξ1  مقدار-تابع بردار t ×1 
,..., از   طور خطي مستقل   هبپذير است كه      با توابع مشتق   th h1 است )t q>  Γ و Β و   )2

q هاي ماتريسترتيب    به q×1 q و 1 t×1     از ضـرايب رگرسـيون iη   روي iη   و ( )iH ξ 
= شود كه   فرض مي  ]11[ همانند لي و زو   . هستند −B I BD علاوه بر ايـن    . كين است تَ نا

iξ   و iδ ا  توزيع ب  طور مستقل هم   ترتيب به   به[ , ]pN ΦD�   و [ , ]pN δΨD�    هستند كه در 
ــاتريس آن ــا م ــانس هــاي ه ــارن δΨ و Φ كواري ــرض . باشــند مــي قطــري و متق ــا ف ب

( , )=Π B Γ و ( ) ( , ( ) )T T T
i i iG H=ζ η ξــه ــي ، معادل ــي اختاري  س ــر خط را ) 2 (غي

  .صورت زير بازنويسي كرد توان به مي
( ) .i i iG= +η Π ζ δ  

  تابع درستنمايي در تحليل مدل -3
,فرض كنيـد     ,{ , }i i obs i mis=y y y    كـه ,i obsy    شـده و      مقـادير مـشاهده,i misy   مقـادير 

 طور تصادفي و با يك مكانيسم قابل       هها ب   كنيم كه داده    جا فرض مي   ايندر  .  هستند شده  گم
  در مطالعات رفتاري و اجتمـاعي معمـول        شده  گمهاي    اين نوع داده  . اند  شده   گمپوشي    چشم
  . هستند

},فـــــرض كنيـــــد  ; ,..., }obs i obs i n= =Y y 1، ,{ ; ,..., }mis i mis i n= =Y y   و1
( , )obs mis=Y Y Y .  الگوريتم  ]10[ مكارانلي و هEM مونت كارلو (MCEM)  را بـراي 

 بـر اسـاس     MAR هـاي  داده با   NSEMهاي درستنمايي ماكسيمم    براورددست آوردن    به
obsYگسترش دادند .  

)فرض كنيد    ,..., )n=Z ζ ζ1      ماتريس متغيرهاي پنهان در NSEM بـر اسـاس    .  باشد
هـاي پنهـان     افزايي داده  هد با دا  obsY ي  شده هاي مشاهده  ، داده EMگوريتم   اصلي ال  ي  ايده
Z  واقعي   ي  شده  گمهاي    و داده misY  فرض كنيد   . شود  كامل مي( , , )obs mis=X Y Y Z 

)هــاي كامــل و   دادهي مجموعــه ; ) log Pr( )cL =X θ X θ  تــابع لگــاريتم درســتنمايي
   ابتدا توجه كنيد كه. هاي كامل باشد داده

)3(  
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)7( 

Pr( , ) Pr( , ) Pr( , ) Pr( )i i i i i i i=y ζ θ y ζ θ η ξ θ ξ θ1 2 3  
)كه در آن     ), ,=θ θ θ θ1 2 3  ،( ), ,=θ μ Λ Ψ1  ،( ), δ=θ Π Ψ2 و =θ Φ3 .   از روابـط

اسـت كـه در زيـر        هاي كامل شامل سـه قـسمت         ، تابع لگاريتم درستنمايي داده     )2(و  ) 1(
  .اند آورده شده

( ) ( ) ( ) ( ); ; , , ; , ; ,cL L L Lδ= + +X θ X μ Λ Ψ Z Π Ψ Z Φ1 2 3  
  كه در آن

( ) ( ) ( ), log ,
n

T
i i i i

i

nL C −

=

= − − − − − −∑X θ Ψ y μ Λζ Ψ y μ Λζ1
1 1 1

1

1
2 2  

  
( ) ( )( ) ( )( ), log ,

n T
i i i i

i

nL C G Gδ δ
−

=

= − − − −∑Z θ Ψ η Π ζ Ψ η Π ζ1
2 2 2

1

1
2 2  

  
( ), log .

n
T
i i

i

nL C −

=

= − − ∑Z θ Φ ξ Φ ξ13 3 3
1

1
2 2  

( ) ( )logpnC π= −1 2 2، ( ) ( )logq nC π= − 1
2 2 ) و 2 ) ( )logq nC π= − 2

3 2 ــادير 2  مق
  .ثابت هستند

  MCEM الگوريتم -4
  بين متغيرهاي  غير خطي  روابط   ي  واسطه  به ،شده  گمهاي    شده با داده   معرفي NSEMبراي  

 گونه كـه   همان.  پيچيده است  ،هاي كامل   م داده وأ توزيع ت  ،شده  گمهاي    پنهان و حضور داده   
بـا   ML ترين روش براي حل مـسائل  عنوان مهم به EM الگوريتم  استقبلاً نيز ذكر شده

  .شود كار گرفته مي  صورت زير به اين روش به. خوبي شناخته شده است  بهشده گم هاي داده
) تكرار با مقدار جاريامين r در )rθدو گام زير اجرا شود .  

  دن كربراورد :Eگام 
( ) ( )( ){ } ( )( ){ }( ) E , | , E , , , | ,r rr

c obs c obs mis obsQ L L= =θ θ X θ Y θ Y Y Z θ Y θ  

)4( 

)5(  

)6( 

)8( 
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)كه اميد رياضي نسبت به توزيع شرطي توأم          ),misY Z      بـه شـرط obsY   و ( )rθ   گرفتـه 
  .شود مي

) كردنماكسيمم  :Mگام  )( )rQ θ θ  تا( )rθه  ب( )r +θ   .روز شود  به1
 خـاطر پيچيـدگي   لازم اسـت بـه   E  مستقيم اميـدهاي شـرطي كـه در گـام        ي  محاسبه

( )iG ζ   شـده در وي و تنـر        داده ي  ايـده  با الهام از  .  مشكل است  شده  گمهاي    و وجود داده 
 ـ  ي  اندازه  تعداد به  ي  وسيله  به E ، گام ]21[  زرگ از مـشاهدات كـه از توزيـع شـرطي           كافي ب

( ),misY Z شرط    بهobsY و  ( )rθ الگـوريتم  . شـود   انـد، تقريـب زده مـي        سازي شـده    شبيه
كنـد    را تركيب مي   (MH) هستينگس-گير گيبس و الگوريتم متروپليس      كه نمونه  اي  دورگه

) نيز حل فرم بسته ندارد،     M چون گام . وجود آمده است  ه  هدف ب  براي اين  )r +θ از طريق   1
  .دسـت خواهـد آمـد       بـه  )]15[رجوع كنيد به     (سازي شرطي   هاي ماكسيمم   اي از گام    دنباله

  .گردد عنوان يك الگوريتم مونت كارلويي تلقي مي  به،شده معرفي EM اين الگوريتم بر بنا

   از طريق الگوريتم دورگهEاجراي گام  -1-4
)فرض كنيد    ),mish Y Z      تابعي عمـومي از misY   و Z       باشـد كـه در ( )( )rQ θ θ  وارد
  ي وسيله اميد شرطي آن به. شده است

( ){ } ( ) ( )ˆ , , ,
M

m m
mis obs mis

m
E h h

M =

⎡ ⎤= ⎣ ⎦∑Y Z Y θ Y Z
1

1  

) شـود كـه      زده مي  تقريب ) ( ){ }, ; ,...,m m
mis m M⎡ ⎤ =⎣ ⎦Y Z  كـافي   ي  انـدازه    بـه  ي  نمونـه  1

) بزرگي است كه از توزيع توأم شرطي       )Pr , ,mis obsY Z Y θ  سـازي شـده اسـت       شـبيه .
  .گيرد ها مورد استفاده قرار مي گرفتن اين نمونه زير براي ]6[گير گيبس  نمونه

) يتكرار با مقادير جارامين k در )k
misY و ( )kZ،  

) :1گام  )k
mis

+Y )را از توزيع  1 )( )Pr , , k
mis obsY Y θ Zكنيم و   استخراج مي  

) :2گام  )k +Z )را از توزيع  1 )( )Pr , , k
obs mis

+Z Y θ Y   .كنيم  مي استخراج1

)9( 
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,براي   ,i n= i, متقابلاً مستقل هستند،  ها  iy چون   …1 misy   متقـابلاً مـستقل    ها نيز
i, قطري است،    εΨچون  . هستند misy طور شرطي از    به,i obsyشرط   بهiζ مستقل است .

  آوريم دست مي  به )1( ي با استفاده از رابطه
( ) ( ),Pr , , Pr , ,

i

n

mis obs i mis
i =

=∏Y Y θ Z y θ ζ
1

  
  و 

, , , ,, ,
i mis i i mis i i

D

i mis misN ε
⎡ ⎤ ⎡ ⎤= +⎣ ⎦ ⎣ ⎦y θ ζ μ Λ ζ Ψ  

كــه بــردار 
,i mis

μ زيربــردار ip i, اســت، μ از 1× misΛ زيرمــاتريس ip q× از Λ بــا 
i,انـد و    شـده نشده است كه حـذف  سطرهاي مطابق با اجزاي مشاهده  misεΨ  زيرمـاتريس 

i ip p×   از εΨ    كلـي،   حالـت  در.  اسـت  تنـاظر  م ي  شـده  هـاي حـذف     با سطرها و ستون
با .  باشد شده  گمهاي متفاوتي از اقلام       ممكن است خيلي پيچيده با موقعيت      misY مكانيسم
  . هاي نرمال ساده است ضرب توزيع شرطي متناظر، تنها حاصل توزيع وجود اين،

NSEM    ـ  شـرط   تعريـف شـده اسـت، بـه    ) 2(و ) 1 ( معـادلات  ي  وسـيله   هپيچيده كـه ب
زمـان   هم به مدل معادلات   ،misY  ي  شده  گمهاي    و داده  Z متغيرهاي پنهان  بردارهايي از 

ن پنهـا  در نتيجه، پيچيدگي ناشي از غير خطي بودن متغيرهاي        . كند  آشناتر كاهش پيدا مي   
براساس تعريف مـدل    ،  Z در iζ براي. شدت كاسته شده است     ، به شده  گمتصادفي و اقلام    

)  داريم هاي آن   و فرض  ) ( ) ( )Pr | , , Pr , Pr ,i obs mis i i i= =ζ Y θ Y ζ Y θ ζ y θ با  كه
  متناسب است با ]10[از استفاده 

( ) ( )

( ) ( )

exp{

}.

T
i i i i i i

T
i i i iG G

ε

δ

− −

−

− − − − −

− − −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦

ξ Φ ξ y μ Λζ Ψ y μ Λζ

η Π ζ Ψ η Π ζ

1 1

1

1 1
2 2

1
2

  

 MH الگـوريتم از  ، مجبوريم كه    بنا بر اين  .  نسبتاً پيچيده است    فوق اردغير استاند توزيع  
 MH الگـوريتم . مـشاهدات از آن اسـتفاده كنـيم        مـدتر اسازي كار   براي شبيه  ])7[و  ] 16([

سـازي مـشاهدات از       گسترده بـراي شـبيه     طور  اي است كه به     شده شناخته MCMC روش
گيري از    پيشنهادي، توزيعي كه نمونه    يعاين كار با كمك توز    . شود  چگالي هدف استفاده مي   

)10( 

)11(  
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) جا  اين. گيرد  تر است، انجام مي     آن راحت  )Pr ,i iζ y θ چگـالي هـدف در نظـر        عنـوان   به
) اسـت كـه    ، طبيعـي  ]19[براساس پيشنهاد داده شـده در       . شود  گرفته مي  ),N σ Ω2D�  را

ــه ــع  بـ ــوان توزيـ ــيم،   عنـ ــاب كنـ ــشنهادي انتخـ ــهپيـ σ  كـ ــابي و 2 ــدار انتخـ   مقـ
T

ζ ε
− − −= +Ω Σ Λ Ψ Λ1 1   همچنين .1

T T

T T T T
δ δ

ζ
δ δ

− −
−

− − −

⎡ ⎤−
= ⎢ ⎥− +⎣ ⎦

B Ψ B B Ψ ΓΔ
Σ

Δ Γ Ψ B Φ Δ Γ Ψ ΓΔ

1 1
1

1 1 1
D D D

D

  

)كه ) / TH
=

= ∂ ∂
ξ

Δ ξ ξ
D�

.  

  سازي  گام ماكسيمم-2-4

)ا  نياز داريم ت   M در گام  )rQ ⎡ ⎤
⎣ ⎦θ θ     را نسبت به θ  اين عمل معـادل بـا      . ماكسيمم كنيم

  . است زيرصورت  بهاي از معادلات حل مجموعه
( )

( ) ( )E ,
r

r
c obs

Q
L

⎡ ⎤∂ ∂⎧ ⎫⎣ ⎦ = =⎨ ⎬∂ ∂⎩ ⎭

θ θ
X θ U θ

θ θ
D�  

i,...,براي   p= j,..., و   1 q= ) فرض كنيد    11 )i ky، k     امـين عنـصرiy  ،( )i jη، 
j   امين عنصرiη   وkΛ   و jΠ ترتيب  به، k   امين وj   امين سطرΛ   و Π  در .  باشـند

  اين صورت
( ) ( ),

n
c

i i
i

L
ε
−

=

∂
= − −

∂ ∑
X θ

Ψ y μ Λζ
μ

1

1
  

( ) ( ) ,
n

c T
i i

i

L − −

=

∂
= −

∂ ∑
X θ

Φ ξ ξ Φ Φ
Φ

1 1

1

1
2  

( )
( ) ,

k

n
c k

k k i ii k
ik

L
yε

−

=

∂
⎡ ⎤= − −⎣ ⎦∂ ∑

X θ
Ψ μ Λ ζ ζ

Λ
1

1
  

( ) ( ) ( )( ) ,
j

n
Tc

i j j i i
ij

L
G Gδ η−

=

∂
⎡ ⎤= −⎣ ⎦∂ ∑

X θ
Ψ Π ζ ζ

Π
1

1
  

)12(  

)13( 
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)14( 

( )
( ) ( )( ){ [ ] },

n
Tc

i i i i
i

L
diog

diog ε ε ε
ε

− −

=

∂
= − − − − −

∂ ∑
X θ

Ψ y μ Λζ y μ Λζ Ψ Ψ
Ψ

1 1

1

1
2  

  و
( )
( ) [ ][ ]( )( ) ( ) .

n
Tc

i i i i
i

L
diog G G

diog δ δ δ
δ

− −

=

∂ ⎧ ⎫= − − −⎨ ⎬∂ ⎩ ⎭
∑

X θ
Ψ η ζ η ζ Ψ Ψ

Ψ
1 1

1

1
2  

  
شـده در    دادهي بر اساس ايـده . توانند به فرم بسته حل شوند       ان نمي زم اين معادلات هم  

محاسباتي  سازي شرطي ممتواند از طريق چندين ماكسي مي M حل مورد نياز در گام ]15[
  .دست آيد  به

  ها سازي داده  شبيه-5
} ي  مجموعه داده  , , }n=Y y y1 ده ش ـ  معرفـي  غير خطي ساختاري   معادلات را از مدل   …
  .كنيم توليد ميزير ها را با مشخصات  داده. كنيم توليد مي) 2(و ) 1 (در معادلات

ــي  ــرض مـــ ــيم فـــ ــهكنـــ }  كـــ , , }i y y=y 1 6… ،( ), , T
i i i iη ξ ξ=ζ 1 1  و 2

i i i i i i i i iη γ ξ γ ξ γ ξ ξ γ ξ ξ γ ξ ξ= + + + +1 11 1 12 1 13 1 2 14 1 1 14 2 و ســـــاختار مـــــاتريس   ،2
  ي وسيله بهرا ) 1( ي ها در معادله محموله

T

λ
λ

λ

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

Λ
21

42

63

1
1

1

D D D D
D D D D
D D D D

  

پارامترهـاي   انـد   شـده   مـشخص  1 يا   Dكه با    Λ عناصري از ماتريس  . كنيم  مشخص مي 
مقادير . مدل وجود دارد    پارامتر نامعلوم در   24 ،در نتيجه در كل   . اند  ثابت در نظر گرفته شده    

  .شوند  مقادير زير داده ميي لهوسي واقعي پارامترهاي نامعلوم جامعه به
( ) ( ), ,..., , , , ,T Tμ μ μ= =μ 1 2 6 D D … D/ ,λ λ λ= = =21 42 63 0 6  

( , , , , ) ( / , / , / , / , / ) ,γ γ γ γ γ= = −Γ 11 12 13 14 15 0 3 0 3 0 5 0 5 0 5  
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)براي ), ,i = 1 6…diog( ) diog( / , , / ) ,iiψ= =Ψ 0 3 0 3…  
( ) ( ), , , / , .φ φ φ= =Φ 11 12 22 1 0 2 1 ,=B D� / ,δ =Ψ 0 25  

y هـاي متغيـر   درصـد از داده  10ابتـدا  . گيـريم   در نظر مي400را  ، n،حجم نمونه  را 6
 MCEM كنـيم و پارامترهـاي مـدل را بـا اسـتفاده از الگـوريتم                طور تصادفي حذف مي     به

y هاي متغير   درصد داده  20در گام بعدي    . كنيم   مي براوردشده   معرفي  كنيم و    را حذف مي   6
 80هاي بعدي را نيز به همين ترتيـب تـا حـذف               و گام . كنيم   مي براوردپارامترهاي مدل را    

y هاي متغير   درصد داده   1ل   پارامترهـا در جـدو     بـراورد نتايج مربوط بـه     . دهيم  انجام مي  6
 پارامترها  براوردسوم   م مقادير اوليه، ستون   ستون اول نام پارامترها، ستون دو     . اند  آورده شده 
y هاي متغير  درصد داده10وقتي كه    ورد پارامترها وقتي كـه  ابر اند، و ستون آخر گم شده 6

y هاي متغير  درصد داده80   . دهد مي اند را نشان گم شده 6
 شدگي افـزايش    پارامترها زماني كه نرخ گم     براوردهد  د   نشان مي  1طور كه جدول     همان

بـا توجـه بـه      . كنند و به مقادير واقعي پارامترها نزديـك هـستند           يابد تغيير چنداني نمي     مي
 و وجـود    غيـر خطـي    در مدل معـادلات سـاختاري       ميان متغيرهاي پنهان   غير خطي روابط  
 امـري  شـده  گـم هـاي   داده  بـا غير خطي، تحليل مدل معادلات ساختاري شده گمهاي   داده

  . متعارف نيست
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 سازي  شبيهي هاي پارامترها در مطالعهMLE -1جدول 

  %80  %70  %60  %50  %40  %30  %20  %10  مقدار  پارامتر
λ21  6/0  539/0  54/0  534/0  536/0  544/0  541/0  542/0  539/0  
λ42  6/0  614/0  614/0  621/0  62/0  619/0  621/0  621/0  62/0  
λ63  6/0  571/0  572/0  58/0  571/0  54/0  523/0  617/0  508/0  
γ 11  3/0  28/0  287/0  29/0  291/0  279/0  295/0  291/0  292/0  
γ 12  3/0  222/0  219/0  215/0  218/0  221/0  213/0  199/0  211/0  
γ 13  5/0  521/0  523/0  534/0  531/0  524/0  523/0  525/0  535/0  
γ 14  5/0-  455/0-  452/0-  472/0-  451/0-  435/0-  437/0-  437/0-  453/0-  
γ 15  5/0  42/0  415/0  431/0  424/0  402/0  393/0  387/0  404/0  
μ1  0  067/0-  063/0-  066/0-  067/0-  058/0-  062/0-  061/0-  056/0-  
μ2  0  008/0-  006/0-  063/0-  007/0-  004/0-  006/0-  006/0-  002/0-  
μ3  0  036/0-  033/0-  032/0-  031/0-  03/0-  03/0-  033/0-  031/0-  
μ4  0  062/0-  063/0-  063/0-  062/0-  06/0-  061/0-  063/0-  062/0  
μ5  0  11/0-  113/0-  114/0-  113/0-  109/0-  107/0-  112/0-  11/0-  
μ6  0  056/0-  061/0-  05/0-  056/0-  043/0-  092/0-  006/0-  07/0-  
δψ  25/0  233/0  239/0  221/0  227/0  252/0  277/0  286/0  256/0  

ψ 11  3/0  219/0  225/0  229/0  229/0  239/0  227/0  231/0  221/0  
ψ 22  3/0  352/0  351/0  359/0  356/0  346/0  35/0  349/0  352/0  
ψ 33  3/0  318/0  319/0  33/0  329/0  326/0  329/0  329/0  327/0  
ψ 44  3/0  331/0  33/0  328/0  327/0  327/0  326/0  326/0  328/0  
ψ 55  3/0  261/0  261/0  275/0  277/0  251/0  213/0  203/0  253/0  
ψ 66  3/0  331/0  324/0  334/0  326/0  37/0  364/0  385/0  339/0  
φ11  1  099/1  099/1  085/1  088/1  09/1  089/1  088/1  091/1  
φ12  2/0  304/0  306/0  306/0  287/0  279/0  288/0  289/0  301/0  
φ22  1  281/1  28/1  263/1  263/1  293/1  321/1  329/1  286/1  
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  گيري  نتيجه-6
محاسـباتي   معرفي شد كه با اسـتفاده از ابزارهـاي         ]10[در اين مقاله روش لي و همكاران        

 هـستينگس  -متـروپليس  گيـر گيـبس و الگـوريتم       نمونـه ،  EM مفيد در آمار نظير الگوريتم    
در اين مطالعـه تـأثير نـرخ        . دهد   اين مدل پيچيده را برازش مي      ،ييافزا   داده ي   با ايده  ههمرا
 مـورد بررسـي قـرار       غيـر خطـي     پارامترهاي مدل معادلات سـاختاري     براوردشدگي بر    گم

 ]10[توسط لي و همكاران      شده يي الگوريتم معرفي  ا كار ،سازي   شبيه ي  نتايج مطالعه . گرفت
شدگي نـشان    افزايش نرخ گم   با غير خطي ي   پارامترهاي مدل معادلات ساختار    براوردرا در   
  .داد
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