
  مطالب آماري گزيده  
  225-243 ، صص1387 پاييز و زمستان، 2  ي ، شماره19 سال  

† Zhang, L.C. (2008). On Some Common Practices of Systematic Sampling. Journal 
of Official Statistics, 24, 557-569. 

  . دوم؛ طرح استوار؛ آمارگيري پانلي ي بيزي مرتبه تصميم آماري؛ مخاطره :اژگان كليديو
  4/3/1388:  پذيرش1/2/1388: دريافت
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  ي آمار پژوهشكده

اي به صورت گـسترده مـورد    گيري سيستماتيك فني است كه در آمارگيري نمونه      نمونه .چكيده
شوند و چـه در   اب ميگيرد و اجراي آن چه زماني كه واحدها با احتمال برابر انتخ            استفاده قرار مي  

اين فن در صورتي كه بتوان      .  آسان است  هاي كمكي   حالت انتخاب با احتمالات متناسب با اندازه      
توانـد از كـارايي زيـادي        بندي در فهرست كردن واحدها دست يافت، مي         به اثرهاي مطلوب طبقه   

گيري وجود    نمونهعيب اصلي آن اين است كه روش نااريبي براي براورد واريانس            . برخوردار باشد 
كه زماني كه مرتب كردن جامعه بر اساس اطلاعات نادرسـت صـورت گرفتـه باشـد،                   ندارد و اين  

گيـري    اي از نمونـه     در ايـن مقالـه جنبـه      . گيري سيستماتيك ممكن است ضعيف عمل كند        نمونه
 نـشان . دهـيم   سيستماتيك را كه در گذشته به آن توجه زيادي نشده است، مورد بررسي قرار مي              

هاي متعارف، زماني كـه تحـت يـك مـدل مفـروض بـراي        داده شده است كه در برخي موقعيت     
هـاي    گيري سيستماتيك به طـور متوسـط داراي كـارايي يكـساني بـا ديگـر روش                  جامعه، نمونه 

گيـري سيـستماتيك بـه مراتـب      گيري در نمونه  گيري تصادفي متناظر است، واريانس نمونه       نمونه
اي در ارتباط اسـت كـه بـه           گيري سيستماتيك با مخاطره     ستفاده از نمونه  ا. كند  تر نوسان مي   بيش

هاي بـزرگ از   تواند براي نمونه  اين مي . يابد  گيري افزايش مي    طور كلي با بزرگ شدن كسر نمونه      
هـاي    هاي بزرگ از زيرجامعـه      اي، يا زيرنمونه    مرحله گيري يك   هاي كوچك در حالت نمونه      جامعه

  .اي، بسيار مخرب باشد ري چندمرحلهگي كوچك در حالت نمونه
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  مقدمه-1

ناديده گـرفتن هـر   .  استمبتني بر آمارگيري شده مشكل عمومي در تحقيقات       هاي گم  داده
 اريـب را  يتوانـد نتـايج    كامـل مـي  ي  تحليل مورد  يك شده با استفاده از     گم هاي  گونه داده 
طـور     بـه  ،هاي كامل   اي داده  دار كنندگان  شركتافتد كه    اريبي هنگامي اتفاق مي   . ايجاد كند 

 ـ.  تفاوت داشته باشـند   شده    هاي گم   كنندگان داراي داده    سيستماتيك با شركت   خـصوص   هب
مـرور زمـان    شـده بـه   هـاي گـم    دادههـستند زيـرا  هايي   چنين اريبي  عدمستمطالعات طولي   

هاي جبـران   يكي از روش. شود  انباشته ميكنندگان و انصراف شركت پاسخي    بي ي  نتيجه در
 و   ي نظريـه    ه انبوه نوشـتگان دربـار      گذشته  بيست سال  طي. شده جانهي است   هاي گم  ادهد

 نيـز در راسـتاي آن   يياي داشته است و نرم افزارها جانهي رشد قابل ملاحظه  شناسي    روش
 كمـي صـورت گرفتـه       نسبتاًهاي طولي كار      جانهي داده  ي  زمينه  درولي  .  است تكامل يافته 

  .است
هـا را     ايـن قبيـل رهيافـت      ]15[راگوناتان  .  وجود دارد  افت نظري  چند رهي  براي جانهي 

، جـانهي چندگانـه و    مـوزون معـادلات بـراورد  : ه اسـت  را شناسايي كرد ردهو سه   بازنگري  
عنـوان   بيـزي را بـه    رهيافت تمامـاً     ]8[ابراهيم و ديگران    .  درستنمايي  مبتني بر  هاي فرمول

  .نظر گرفتند  چهارم دري رده
 دار  وزن هـاي كامـل را      آمارهاي ثبتـي داراي داده     ،(WEE) موزون   گرد معادلات براور 

 بـر  نوشـتگان در اين اواخـر  . شده را جبران كنند    هاي گم   كنند تا موارد مشابه داراي داده       مي
كه تعديل نـشده      ، هنگامي WEEزيرا  اند   تمركز داشته ) ]20[و  ] 19[(بهبود براورد واريانس    

 جـاي     حاضـر بـه     حـال  در   WEE اجراي. كند براورد مي   ا كم ها ر   باشد، واريانس واقعي داده   
ويـژه و  -هـاي مـدل   افزار آماري اصـلي، بـر الگـوريتم       نرمهاي     در بسته  هاي استاندارد   شيوه
سـازي بيـز بـراي پركـردن         از شـبيه   (MI)  جـانهي چندگانـه    .تكيه دارد  شده تعريف-كاربر
 ي  دست آمـده از چنـدين مجموعـه          به كه از تلفيق نتايج    كند شده استفاده مي   هاي گم  داده

 جـانهي چندگانـه بـه       اگيرفر  پوشش ي  براي مشاهده . آيند دست مي    به ي مكرر   شده جانهي
  توأم سازي  را با شبيه   MI هاي    روش (FB)  بيزي تماماًهاي   مدل.  مراجعه كنيد  ]22[رابين  

 ي يـك معادلـه   پارامترهـاي نـامعلوم در      و نيـز  شـده    هـاي گـم    داراي داده توزيع متغيرهاي   
زمـان   طـور هـم    هاي تحليل و جانهي كاملاً و به        مدل FBدر  . دنده  مي گسترشرگرسيون  
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هـاي كـاملاً مـشخص       ماكسيمم درستنمايي نيز بر مـدل     فنون  همچنين  . مشخص هستند 
بـر    مبتنـي هـاي     از تقريـب   اسـتفاده    با  براوردهاي پارامترها   كه از اين جهت  د اما   نتكيه دار 

  .فرق دارند FBبا  ،اند ايجاد شدهسازي بيزي   شبيهدرستنمايي به جاي
 ، اصـلي افـرازي  هاي نـرم  ماكسيمم درستنمايي براي جانهي اغلب در بسته      هاي رهيافت

شـدگي كـه     هاي محكم در مورد الگوهاي گـم       ها بر فرض    اجراي روش  .اند  قابل كنترل  غير  
كـه    در حـالي  . كيـه دارد  شـوند، ت   پـا گذاشـته مـي       هاي پيچيـده زيـر     مكرراً در بررسي داده   

 SAS ]23[  ،Stata ]27[، S-Plus افـزاري ماننـد    هاي نـرم    بسته تعداديدر   MIهاي   شيوه
 نرمـال   ،هـا    اين فرض تكيه دارند كه داده      برعموماً  ها    اين روش د،  نوجود دار ] 18[ R و ]9[

تر كارهاي   بيش. ]24[ متغيره تقريب زده شوند    توانند با توزيع نرمال چند      اند يا مي    متغيره  چند
هايي شـده اسـت       منجر به افزوده شدن بسته     ،اي  معادلات رگرسيوني زنجيره   ي  دربارهاخير  

 Stata در   S-PLUS ]29[  ،Ice  در MICE :شـوند  اي را نيز شامل مـي      هاي رسته  كه داده 
هنوز مشكلاتي در اضافه كـردن  كنندگان  ولي تأليف. ]16[ SAS براي  IVEwareو ]21[

 در جـانهي    FB  فنون .ها دارند  استفاده از اين برنامه     هاي جانهي با   لي در روش  هاي طو  داده
 سـازي  ينـد مـدل   ا در فر   را ساختار سلسله مراتبي  توانند    زيرا مي طولي بسيار مناسب هستند،     

 طـور سيـستماتيك بـه       ، اين قابليت را دارند كه بـه       اي  رگرسيون زنجيره  ادغام كنند و مانند   
 ]17[ MLwiN و   ]WinBUGS ]26 افـزار  هاي نـرم    بسته .بپردازند اي نيز  هاي رسته  داده

شرح مختـصر   هر دو ]30[ ت و وودور]5[كاولس . كنند  استفاده مي FBهر دو از چارچوب
 ]3[ وكانگدون   ]2[كه كارپنتر و كنوارد      حالي اند، در   تهيه كرده  WinBUGSمفيدي براي   و  

 و كيـو و     ]13[پتيـت   . اند  را مطرح كرده   شده هاي گم   با داده  FB هاي مقدماتي جانهي   مثال
  .اند شده ارائه كرده اي گم هاي رسته  دادهي زمينه هاي دقيقي در  تحليل]14[ همكاران

شده  هاي طولي گم    براي جبران داده   WinBUGS توانايي    نشان دادن  هدف اين مقاله  
نگـاه بـر تحليـل     با    را ما اين كار  .  است متغير كمكي  ي  شده هاي گم  با تمركز خاص بر داده    

مثــالي  2 در بخــش. دهــيم  ديابــت در زنــان اســتراليايي انجــام مــي وقــوعطــولي ميــزان
در . كنـيم   زنـان را معرفـي مـي        سـلامت  ي   دربـاره   طولي استراليا  ي  از مطالعه كننده   تشويق
ي   شـده  هـاي گـم     ديابت بـدون و بـا داده        وقوع  بيزي براي ميزان    مدل كاملاً   يك 3 بخش

و ارائـه كـرده    WinBUGS  اجـراي آن را در 4 در بخـش . كنيم ين مي  را تعي  متغير كمكي 
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 كــه ( SAS كلـي  مـاكروي  يـك 6در بخـش  . كنـيم   توصـيف مـي  5نتـايج را در بخـش   
WinBUGS  ي متغيـر     شـده  هاي گـم   هاي طولي با داده    براي تحليل مدل  ) شود  ناميده مي

  .كنيم يري ميگ  نتيجه7 با يك بحث و تعدادي توصيه در بخش. دهيم  ارائه ميكمكي

 هاي همگن جامعه -2

گيري سيستماتيك با احتمالات برابر را از يك ترتيب ثابت جامعه كه ممكن است                ابتدا نمونه 
 و  nي نمونـه      فـرض كنيـد انـدازه     . با متغير مورد نظر ناهمبسته تلقي شود، در نظر بگيريـد          

 به صورت طبيعي يك مقدار      kكنيم    براي سادگي فرض مي   .  باشد kگيري    ي نمونه   فاصله
Nصحيح است كه در      nk=   كنـد    صدق مـي .m   ي سيـستماتيك را بـا         امـين نمونـهms 

)دهيم، يعني     نمايش مي  ){ }, , , ,ms m m k m k m n k= + + + −2  myفرض كنيد   . …1
ي متنــاظر باشــد كــه براوردگــر نــااريبي از ميــانگين جامعــه اســت كــه بــا  ميـانگين نمونــه 

iN i U
Y y

∈
=  بــه صــورت  myگيــري  واريــانس نمونــه . شــود  نــشان داده مــي 1∑
( )V k

sys mm
k y Y−

=
= −∑

21
آيـد كـه ممكـن اسـت از واريـانس ميـانگين                به دست مي   1

)ي تــصادفي ســاده كــه بــا  نمونــه )V 1 1 2
srs n N σ− −= شــود و در آن   نــشان داده مــي−

( )iN i U
y Yσ − ∈

= −∑
22 1

  .ترباشد يا نباشد ، بيش1
 SYS و SRSدهـد     طور كه قبلاً اشاره شد دو نتيجه وجـود دارد كـه نـشان مـي                 همان

)هاي بيزي يكسان هستند، يعنـي         داراي مخاطره  ) ( )E V E Vsrs sysθ θ= .   ي   مـا مخـاطره
  ها را تحت مدل همگن  دوم آني بيزي مرتبه

( ) ( )( )E , E r
i i ry yμ μ μ= − = < ∞  

iبراي   U∈    ،كه در آن براي سادگي ،E را جايگزين Eθايم و بـه ازاي هـر     كردهi j≠ ،
iy از jyداريـــــــم .  مـــــــستقل اســـــــت، بررســـــــي خـــــــواهيم كـــــــرد

( ) ( ) ( ) ( ) ,E V E Vsrs sys nn N kμ μ= = − = −1 1 1
2 r, كــه در آن 21 nμ ــانگر گــشتاور  نماي

است كـه در    ] 2[ كاكران   5-8تر    ي كلي   اين، حالت خاصي از قضيه    .  است myام  rمركزي  
  .تواند روي واحدها تغيير كند  ميiyآن واريانس مدل 

 )3( 
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، بـه دسـت     ])12[به عنوان مثال    (ي واريانسِ واريانسِ تجربي      علاوه بر اين، بنابر نتيجه    
  آوريم مي

( ) ( ) ,V V Vsrs nn N k N N
γσ μ ⎛ ⎞⎛ ⎞ ⎛ ⎞= − = − +⎜ ⎟ ⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠ ⎝ ⎠

2 2
2 2 2

2
1 1 1 21 1  

μكه در آن 
μ

γ
−

= 4
2
22   به همين ترتيب داريم.  استiy ضريب كشيدگي 3

( ) ( ) ,
,V V V

k
n

sys m n
m

k y Y
k k k k k

γ
μ

=

⎛ ⎞− ⎛ ⎞⎛ ⎞ ⎛ ⎞= − = − +⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟− −⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠
∑

2 2
2 22

2
1

1 1 1 211 1  
n,كه در آن     n

γγ = 2
 (CV)شود كه ضريب تغييرات       نتيجه مي .  است my ضريب كشيدگي    2

Vsrs و Vsysاند از   به ترتيب عبارت  

( )

( )

CV V

CV V

1
2

1
2

2

2

1 21 1
و
1 21 1

srs

sys

k N N

k k k

γ

γ

⎛ ⎞⎛ ⎞= − +⎜ ⎟⎜ ⎟−⎝ ⎠⎝ ⎠

⎛ ⎞⎛ ⎞= − +⎜ ⎟⎜ ⎟−⎝ ⎠⎝ ⎠

  

ي كــــافي بــــزرگ باشــــد داريــــم  در صــــورتي كــــه جامعــــه بــــه انــــدازه
( ) ( )CV V 21

11sys k k−≈ بـراي مثـال،    . يابد  گيري افزايش مي     كه همراه با كسر نمونه     −
1گيري كل در آمارگيري نيروي كار نـروژ در حـدود              كسر نمونه 

 اسـت، بـه نحـوي كـه         140
( )CV Vsys ≈ )در مقايسه،   . %12 ) ( )CV V O 1

srs N
 ي  ي بيـزي مرتبـه       و مخـاطره   =

هاي سيستماتيك از يك فهرست       انتخاب نمونه . گيري تصادفي ساده ناچيز است      دوم نمونه 
ظاهراً تصادفي، اما در حقيقت ثابت جامعه يـك اقـدام مبتنـي بـر شـانس و بـدون انتظـار                   

به سادگي، كنتـرل كمتـري      . گيري تصادفي ساده است     حصول بهبودي در مقايسه با نمونه     
اي از    وجود دارد كه ممكن است به شكل قابـل ملاحظـه           يريگ  روي واريانس واقعي نمونه   

گيــري سيــستماتيك  ايــن امــر بــراي نمونــه. اميــد رياضــي خــود انحــراف داشــته باشــد
.  نيز صـادق اسـت   شده  بندي  ي طبقه   گيري تصادفي ساده    شده در مقايسه با نمونه      بندي  طبقه

گيري واحـدها   اي زيرنمونهگيري سيستماتيك بر اي كه در آن نمونه گيري دومرحله  در نمونه 
چـه روي   گيـرد، آن   مـورد اسـتفاده قـرار مـي    (PSU)گيـري اوليـه     داخل يك واحد نمونـه    
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. هـا اسـت   PSUگيري داخل      دوم تأثيرگذار است كسرهاي نمونه     ي  ي بيزي مرتبه    مخاطره
ي   توانـد مخـاطره     اي مـي    گيري چندمرحله   گيري سيستماتيك در حالت نمونه      بنابراين نمونه 

  .گيري كلي كوچك باشد  دوم زيادي داشته باشد، حتي اگر كسر نمونهي رتبهبيزي م

  هاي رگرسيوني نسبتي جامعه -3
ي   در ايـن حالـت قاعـده      .  را در نظر بگيريـد     psπگيري سيستماتيك     حال وضعيت نمونه  

 بـراي   ixرود كـه بـا         كمكي به كار مـي     براي مجموع تجمعي يك متغير    »  امينkهر   «
i U∈   هر فهرست ثابت    . شود   نشان داده ميU بـراي  . تواند مورد استفاده قرار بگيرد       مي

iiنيد  فرض ك . اند  ها مقادير صحيح  ixكنيم    سادگي فرض مي   U
X x

∈
گاه طـول     ، آن ∑=

Xفاصله توسط   
nk  نيز به صورت طبيعي يـك عـدد         kكنيم    شود كه فرض مي      داده مي  =

گيـري سيـستماتيك بـا     ي ديگري به قـضيه نگـاه كنـيم، نمونـه     اگر از زاويه. صحيح است 
1ix اسـت كـه در آن        psπ گيري سيـستماتيك     نمونه احتمالات برابر همان    iواحـد   . ≡

كنـيم احتمـال      فـرض مـي   . ي سيستماتيك مختلف ظـاهر شـود         نمونه ixممكن است در    
iي    اي است كه به ازاي همه       شمول به گونه   U∈  ،1in x

i Xπ = ي   بر اساس هر نمونـه    . >
, بـراي    ms كه بـا     psπسيستماتيك   ,1m k=  Yشـود، براوردگـر    ، نـشان داده مـي     …
  عبارت است از

ˆ
m m

i
m i m

i s i si

y XY b Xb
nπ∈ ∈

= = =∑ ∑  

iكه 

i

y
i xb i و =

m

b
m ni s

b
∈

=∑.  
)داريم  )E Y

sys m Xb ) و = )sys mE y Y=و   

( ) ( )ˆV V
2

2 2

1

1 k

sys m sys m m
m

YY X b X b
k X=

⎧ ⎫⎪ ⎪⎛ ⎞= = −⎨ ⎬⎜ ⎟
⎝ ⎠⎪ ⎪⎩ ⎭

∑  

   تحت مدل زير استβ براي (BLUE) بهترين براوردگر خطي نااريب mbحال 
i i i iy x xβ ε= +   )5( 
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)كه در آن     )E iε = D   و ( )V 2iε μ=     و بـراي i j U≠ ∈  ،( )cov ,i jε ε = D   يعنـي ،
2ا ي متناسب ب يك مدل رگرسيوني نسبتي با واريانس باقيمانده

ix .داريم  

( ) ( ) ( )V
2

2 2 2

1 1 1

1 1 1k k k def

sys m m m m
m m m

Yb b b Z
k X k k

β β β ε
= = =

⎛ ⎞= − − − − = =⎜ ⎟
⎝ ⎠

∑ ∑ ∑�  
iكه در آن    

m
m ni s

εε
∈

ي كـافي بـزرگ باشـد و لـذا            كه جامعه به انـدازه      ، به شرط آن   ∑=
)ي    جمله )2Y

X β−     در مقايسه با Z  داريـم   . تري باشـد    ي پايين    در مرتبه( ) ,E 2 nZ μ= .
  به علاوه

, ;

2 4 2 2
2

1

1 k

m m p
m m p p m

Z
k

ε ε ε
= ≠

⎛ ⎞
= +⎜ ⎟

⎝ ⎠
∑ ∑  

 لزوماً از هم مستقل نيستند زيرا ممكن است واحـدهايي در هـر دوي               pε و   mεكه در آن    
ms و psهر چند داريم.  ظاهر شوند  

( ) ( )
( )
( )

,
,

E E
1 2 1 2

1 2
1 2

2 2 4

m

p

m p i i j j
i i s
j j s

nε ε ε ε ε ε−

∈
∈

= ∑  

)كه در آن     )E
1 2 1 2i i j jε ε ε ε                    صفر نيـست و در واقـع مثبـت اسـت تنهـا اگـر بـه صـورت 

( )E 4
iε  يا ( )E 2 2

i jε εفرض كنيد .  باشدmps  نمايانگر فـصل مـشترك  ms و ps باشـد  .
  داريم

( )
( )
( )

,
,

E E
1 2 1 2

1 2
1 2

2 2 2 22
m mp m

pp

i i j j i j i j
i i s i j s i s

j sj j s

ε ε ε ε ε ε ε ε
∈ ≠ ∈ ∈

∈∈

⎛ ⎞
⎜ ⎟= +⎜ ⎟
⎜ ⎟
⎝ ⎠

∑ ∑ ∑  

ــا اختيــار كــردن  جملــه )ي اول ب ) ( ), ,1 2 1 2i i j j= و ( ) ( ), ,1 2 2 1i i j j= ،1 2i i≠ و ،
1ي دوم با اختيار كردن        جمله 2i i=   1 و 2j j=   فرض كنيد   . آيد  ، به دست ميp

ms  نمايـانگر 
mشود و  ها نمي    شامل آن  ps باشد كه    msواحدهايي از   

ps نمايانگر واحدهايي از ps  باشـد 
  داريم. شود ها را شامل نمي  آنmsكه 

, , , , ,

2 2 2 2 2 2 2 2 2 2
m p m p

m p mp mp p mp m p m

i j i j i j i j i j
i s j s i j s i s j s i s j s i s j s

ε ε ε ε ε ε ε ε ε ε
∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈

= + + +∑ ∑ ∑ ∑ ∑  

  و
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,

2 2 4 2 2

mp mp mp

i j i i j
i j s i s i j s

ε ε ε ε ε
∈ ∈ ≠ ∈

= +∑ ∑ ∑  

  آوريم لذا به دست مي

( )

( ) ( ) ( )

E4 2 2 2 2
2 4 2

2 2 2 2 2
2 2 2 2 2

2 2 2 2 2 2 2
2 2 2 2 2 2

2

2 1 2 2

mp mp mp

m
mp mp mp mp p

m p p
p m m

m p
i j s i s i s

i s i j s i s i s i s
j s j s j s

mp mp mp mp mp

n

c c c n n c c

ε ε μ μ μ

μ μ μ μ μ

μ γ μ μ μ γ

≠ ∈ ∈ ∈

∈ ≠ ∈ ∈ ∈ ∈
∈ ∈ ∈

⎛ ⎞
= + −⎜ ⎟⎜ ⎟

⎝ ⎠
⎛ ⎞
⎜ ⎟

+ + + + +⎜ ⎟
⎜ ⎟
⎝ ⎠

= − + + + = + +

∑ ∑ ∑

∑ ∑ ∑ ∑ ∑

  
 mpcي   ي دربردارنـده     است و دو جملـه     ps و   ms تعداد واحدهاي مشترك     mpcكه در آن    

 را  mεچهارمين گشتاور مركزي    .  تهي نباشد وجود خواهند داشت     mpsتنها در صورتي كه     
4,با  nμحال داريم. دهيم  نمايش مي  

( ) ( ) ( ),
, , ,V

2
22 2 2

4 2 2 2 22 2
1 2n

n n mp mp n n
m p m p

Z c c
k k n

μ
μ μ γ μ λ γ

≠ ≠

⎛ ⎞
= − + + =⎜ ⎟

⎝ ⎠
∑ ∑  

  كه در آن

( )
2 2

1
2 22 2

12

N

mp i
m p i

n

c x

k X X
λ γ γ≠ =

⎛ ⎞
⎜ ⎟= + +⎜ ⎟
⎜ ⎟
⎝ ⎠

∑ ∑
  

ــرا  )زيـــ ), , ,
2

4 2 2 3n n nμ μ γ= + ،X nk= و ( )
1

1
N

mp i i
m p i

c x x
≠ =

= −∑ ــه. ∑ ي  جملـــ
2
mp

m p
c

≠
توان آن را  رسد، اما با ترتيب معلوم واحدها مي      مينشدني به نظر       به طور كلي حل    ∑

)شود كه  نتيجه مي. محاسبه كرد )( ) ( ) ( )ˆCV V CV 2sys m nY Z λ γ=�.  

بـه  .  وجـود دارد   psπگيـري تـصادفي       هاي نمونـه    در ضمن انواع گوناگوني از ديگر روش      

 )6( 
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، ضـريب تغييـرات   (PS)گيـري پواسـون      تـوان نـشان داد كـه در حالـت نمونـه             راحتي مي 
( )ˆVps Y  ي     از مرتبه( )o 1

N
نتايج به طور كلـي بـراي هـر طـرح           . است) 5( تحت مدل    

گيـري آن از      كه واريانس نمونه     صادق است به شرط آن     psπي ثابت     گيري با اندازه    نمونه
  .مرتبط باشد PSگيري  ي متناهي با واريانس نمونه امعهي تصحيح ج طريق يك جمله

  يك مثال عددي -4
 واحـد از  10اي را شـامل       از لحاظ عددي، فرض كنيـد نمونـه       ) 6(و  ) 4(براي توضيح نتايج    

} كــه بــا 100ي   بــه انــدازهاي جامعــه }, , ,1 2 100U = شــود، در نظــر   نــشان داده مــي…
ix سـادگي بـه صـورت        متغيرهـاي كمكـي بـه     . ايم  گرفته i=   متغيرهـاي  . انـد    داده شـده

  سازي شوند   بايد تحت مدل زير شبيهiyآمارگيري 
a

i i i iy x x ε= +  
)كه در آن  ), 2iid

i Nε σ∼ D 1 وa≤ ≤D .  
2 برابر است با     ix به شرط    iyلذا واريانس شزطي     2a

ix σ .    در حالـتa = D  ،i iy x− 
1aدر حالت   . كند  پيروي مي ) 3(از مدل همگن     1βرا با   ) 5( مدل   =  داريم كه استفاده    =

  . را فراهم كندpsπگيري  ي نمونه تواند انگيزه از آن مي
,فــرض كنيــد .  را در نظــر بگيريــدpsπگيــري  ابتــدا نمونــه / , / ,0 0 25 0 5 1a  و =

/ , /0 01 0 1σ  بتواننـد بـا     yجـا تـا زمـاني كـه مقـادير منفـي               ر ايـن  توجه كنيد كه د   . =
گيـري    هاي غير قابل اغماض توليد شوند، كه در اين صورت پايـه و اسـاس نمونـه                  احتمال

psπ   رود،     زير سؤال ميσ ج  بـراي هـر زو    . تواند خيلي بـزرگ شـود        نمي( ),a σ   يـك 
)ي    جامعه ), ,1 100

Ty yθ = گيـري   كنـيم كـه بـراي آن سـه واريـانس نمونـه          توليد مي  …
. آيـد   بـه دسـت مـي     psπگيري سيستماتيك     اولين واريانس براي نمونه   . شود  محاسبه مي 

 تصادفي تقريبي اسـت  psπگيري   است كه يك روش نمونه   SPSدومين واريانس براي    
نهايتـاً واريـانس مجـانبي نظـري        . شـود   و اين واريانس با مونت كارلوي ساده محاسبه مي        

 پـيش از    θ بـا جايگـشت تـصادفي        psπگيـري سيـستماتيك       گيري را براي نمونه     نمونه
  ]4[كنيم كه عبارت است از  ي سيستماتيك محاسبه مي انتخاب يك نمونه

 )7( 
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2100

1

11 i
asy i i

i i

yn YV
n n

π π
π=

⎛ ⎞−⎛ ⎞= − −⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

∑  
  .تواند براي محك زدن كارايي دو واريانس ديگر مورد استفاده قرار بگيرد و مي

                

  
نتـايج در   . شـوند   ي توليد شده به صورت مـستقل تكـرار مـي          θ 1000ها براي     سازي  شبيه

) برابر است با نسبت      (RE)اند كه در آن كارايي نسبي          ارائه شده  1جدول   )
( )

E V

E Vasy

δ .  موارد زير
  :كنيم را ملاحظه مي

 هـر دو كـارايي      SPS و   psπگيـري سيـستماتيك       شود كه نمونـه     مشاهده مي  -1
اي كـه ايـن دو روش         دهنـد، بـه گونـه        درصـد بـه دسـت مـي        100نسبي حـول    

 .اند ي بيزي معادل گيري از لحاظ اصل مخاطره نمونه
1aيعني  ) 5(تحت مدل    -2 =  ،CV گيري سيستماتيك      نمونهpsπ 6(ند از   توا  مي (

2γهـا داريـم     iεاز نرمـال بـودن      . مشتق شود  = D    و از U شـده داريـم     ي داده 

   بر حسب درصدpsπگيري  سازي براي نمونه  نتايج شبيه-1جدول 
  گيري  واريانس نمونهCV    كارايي نسبي    
  نظري  SPS  سيستماتيك    SPS  سيستماتيك    طرح
a = 1  /σ = 0 01  98  100    41  16  16  

  /σ = 0 1  101  100    41  16  16  

/a = 0 5  /σ = 0 01  101  100    34  15  15  
  /σ = 0 1  99  99    34  15  15  

/a = 0 25  /σ = 0 01  100  99    28  18  18  
  /σ = 0 1  99  99    29  18  18  

a = D  /σ = 0 01  100  99    37  36  35  
  /σ = 0 1  101  99    40  38  37  

 متوسـط و  ) SPSگيـري     يا نمونـه  ( سيستماتيك   psπگيري    واريانس نمونه متوسط  نسبت بين   : كارايي نسبي 
  .Vasyنظري واريانس 

CVگيري هاي نمونه ضريب تغييرات واريانس: گيري  واريانس نمونه. 
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2 2079500mpm p
c

≠
)، به طوري كه     ∑= ) /2 0 410nλ γ  بستگي  2σ كه به    =

شـود كـه    مـي  مـشاهده . شـود  هـا تأييـد مـي    سازي  نظري توسط شبيه   CV. ندارد
 دوم بـه مراتـب      ي  ي بيزي مرتبـه      داراي مخاطره  psπگيري سيستماتيك     نمونه
 . استpsπگيري تصادفي  تري نسبت به نمونه  بيش

 تغييـرات زيـادي     σ دوم روي    ي  ي بيـزي مرتبـه      داده شده مخـاطره   ي  aبراي   -3
0/براي  . ندارد 25 1a< گيـري تـصادفي       دوم نمونـه   ي  ي بيزي مرتبه     مخاطره >
psπ          دوم  ي  ي بيزي مرتبه     تقريباً ثابت است و به مقدار قابل توجهي از مخاطره 

 دوم  ي  ي بيـزي مرتبـه      مخـاطره .  كمتـر اسـت    psπگيـري سيـستماتيك       نمونه
 بـه صـفر، بـه سـرعت افـزايش           a با نزديك شـدن      psπگيري تصادفي     نمونه
گيـري سيـستماتيك      دوم نمونه  ي  ي بيزي مرتبه    تر از مخاطره    يابد، اما كوچك    مي
psπ  گيري تصادفي     به طور خلاصه نمونه   . ماند   باقي ميpsπ     با توجه به اصل 

شود و ايـن انتخـاب نـسبت بـه            ترجيح داده مي  ) 5(تصميم بيز استوار تحت مدل      
aانحراف از فرض     = D،    خيص نادرست   كه صورتي از تش( )π θ     اسـت، اسـتوار 

 . است
ي كلـي     يـك نتيجـه   . گيري سيستماتيك با احتمالات برابر را در نظر بگيريد          حال نمونه 

تـر      اي از واريانس جامعه بـيش       دارد زماني كه واريانس داخل نمونه       وجود دارد كه اظهار مي    
ي واريـانس      كاراتر است و اين بـه خـاطر تجزيـه          SRSگيري سيستماتيك از      است، نمونه 

  جامعه به صورت زير است
( ) ( ) ( ) .

m

k k

i i m m
i U m i s m

y Y y y n y Y
∈ = ∈ =

− = − + −∑ ∑∑ ∑
2 22

1 1
  

ي سيستماتيك و تغييـرات بـين          نمونه kي واريانس جامعه به تغييرات داخل         يعني تجزيه 
ي داده شـده    θي دوم متناسب است به ازاي يك           با مؤلفه  Vsysجا كه     از آن . ها  اين نمونه 

بر اسـاس ترتيـب متنـاظر واحـدها،         . ي اول ماكسيمم شود     شود كه مؤلفه    زماني مينيمم مي  
گيـري    تواند به صورت بالقوه به حصول كارايي نسبت به نمونه           گيري سيستماتيك مي    نمونه

σبـا   ) 7(براي مثال حالت غـايي را تحـت مـدل           .  شود تصادفي ساده منجر   = D    در نظـر 
iبگيريد يعني    iy x= .     واحد، ايجاد   10 شامل   ي سيستماتيك   نمونهترتيب بهينه براي يك 
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-3مثـال   ] 10([ واحد از جامعه اسـت       10تناوب بين ترتيب كاهشي و افزايشي يكي از هر          
ــط  )4-2 ــه توس )، ك ), , , , , , , , , , , , , , ,1 10 20 11 21 30 40 31 100 91optU = … … … … … … 

)شود و در اين حالت  نشان داده مي )Vsys sy = D.  
Xولـي، حـال كـه    . هـا دقيقـاً معلـوم نيـستند      iyالبته در عمل هرگز     

m Nx  ثـابتي از  =
aبا  ) 7( تحت مدل    optUگيري است، ترتيب      نمونه = D     براوردگـر  . مانـد    بهينه بـاقي مـي

   با احتمالات برابر عبارت است ازoptUي سيستماتيك انتخاب شده از  مبتني بر يك نمونه
m̂ mY X Nε= +  

1كه در آن    
N

ii
X x

=
) و   ∑= )1

m
m i in i s

y xε
∈

= ايـن براوردگـر همـان براوردگـر        . ∑−
بـه عبـارت ديگـر      . ي تصادفي ساده اسـت      بر اساس يك نمونه   ) 6-3، فصل   ]10([تفاضل  

گيـري    ي تـوأم نمونـه      تواند با اسـتفاده      مي optUگيري سيستماتيك بر اساس       كارايي نمونه 
 دوم بـراي  ي ي بيزي مرتبه البته مخاطره.  نيز حاصل شودتصادفي ساده و براوردگر تفاضل   

)ي    استراتژي دوم تنها از مرتبه     )1
N

O نشان داده شـده    ) 2(اين وضعيت در جدول     .  است
) برابر   REاست كه در آن      )

( )
E V

E V
sys

srs
اي واقعـي توليـد        واريانس نمونـه   CVδ  ،CV است و    

SYS,شده توسط  SRSδ  :كنيم موارد زير را ملاحظه مي.  است=
گيـري تـصادفي سـاده و         ي تـوأم از نمونـه       رفت اسـتفاده    طور كه انتظار مي     همان -1

بـا  ) 7(حـت مـدل     گيري سيـستماتيك بهينـه ت       ي نمونه   براوردگر تفاضل به اندازه   
a = D گيري سيستماتيك با انحراف از فـرض   كارايي نمونه.  كارامد استa = D ،

 .شود ، به آهستگي كم مي1 به سمت D از aيعني حركت 
تـر از ايـن       مراتـب بـيش     گيري سيستماتيك بـه     ي بيزي مرتبه دوم نمونه      اطرهمخ -2

aگيري تصادفي ساده تحت فرض        مخاطره براي نمونه   = D بـراي هـر دو     .  است
≥1aروش تغييرات براي     ≤D   ي مركب    به طور خلاصه استفاده   .  خيلي كم است

 ساده و براوردگر تفاضل بر اساس اصل تـصميم بيـز اسـتوار              گيري تصادفي   نمونه
aبا  ) 7(تحت مدل    = D  شود و    گيري سيستماتيك بهينه ترجيح داده مي        بر نمونه

 .اين انتخاب نسبت به انحراف از اين فرض استوار است
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  موقعيتن چنديگيري سيستماتيك براي  نمونه -5
ي سيستماتيك، پس از اين كه انتخاب شد، ممكن است براي چنـدين موقعيـت                 يك نمونه 

اي ممكن است تشكيل يـك گـروه در يـك             چنين نمونه . متعاقب مورد استفاده قرار بگيرد    
. در اغلـب كـشورها    ) آمـارگيري نيـروي كـار      (LFSطرح پانلي چرخشي بدهد، مانند طرح       

گاه   ي يك آمارگيري پانلي باشد، با واحدهاي تكميلي كه گاه         ي اصل   تواند هسته   همچنين مي 
براي سـاده كـردن     . شوند  براي به حساب آوردن بازسازي طبيعي جامعه به نمونه اضافه مي          

ي سيستماتيك در موقعيت اول انتخاب شـده          كنيم كه يك نمونه     جا فرض مي    بحث در اين  
عـدي مـورد اسـتفاده قـرار گرفتـه          هاي ب   و پيش از كنار گذاشته شدن براي تمامي موقعيت        

  . در طول اين دوره يكسان باقي مانده استUي  است، و جامعه
بـه  . كنند  ي فعال پانل صدق مي      مستقيماً براي كل دوره   ) 6(و  ) 4(در اين صورت نتايج     

)تر، فرض كنيد      صورت واضح  ), , , ,1
T

i i it iTy y y= … …y    تناظر بـا    متغير مورد بررسي م
i U∈ مستقيماً براي هر تابعي از      ) 6(و  ) 4(نتايج  .  باشدiy  بـراي مثـال،    . كنند  صدق مي

 فـصل سـال تقـويمي در    4 معيـار وضـعيت اشـتغال در هـر يـك از             4 از   iyفرض كنيـد    
 4iy تـا    1iyاشتغال متوسـط سـاليانه از ميـانگين         . ده باشد آمارگيري نيروي كار تشكيل ش    

ي سيستماتيك در موقعيت اول، خطر نوسان واريانس          با انتخاب يك نمونه   . شود  حاصل مي 
براوردگر نرخ اشتغال متوسط ساليانه و همچنـين خطـر نوسـان واريـانس در هـر فـصل را               

هاي پانلي، براورد تغييرات در جامعـه         علاوه بر اين يكي از كاربردهاي مهم داده       . يريمپذ  مي

گيري سيـستماتيك بـر       نمونه: گيري با احتمالات برابر بر حسب درصد        سازي براي نمونه   نتايج شبيه  -2جدول  
  گيري تصادفي ساده و براوردگر تفاضل ي توأم از نمونه  در مقابل استفادهoptUاساس 

  a = D  /a = 0 5  a = 1  
  RE CVsys  CVsrs RE CVsys  CVsrs RE CVsys  CVsrs 

/σ = 0 01  104  47  16  107  48  18  112  48  19  
/σ = 0 1  99  49  16  107  47  17  112  47  20  
RE :هگيري تصادفي ساد گيري سيستماتيك و نمونه نسبت بين متوسط واريانس نمونه.  
CV :گيريهاي نمونهضريب تغييرات واريانس. 
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ــت ــد . اســ ــرض كنيــ )فــ ), ,2
T

i i iTz z z= ــراي … ــه در آن بــ ,، كــ ,2t T= … ،
, 1it it i tz y y −=  هـر   مستقيماً بـراي  ) 6(و  ) 4(باز هم نتايج    .  تغييرات دوره به دوره است     −

itz  گيـري    كنند، به نحوي كه بـراورد تغييـرات ممكـن اسـت بـه خـاطر نمونـه                    صدق مي
  . دوم زيادي داشته باشدي ي بيزي مرتبه سيستماتيك مخاطره

هاي طبيعي     را كه اغلب در جامعه     iyملاحظات بالا خودهمبستگي قوي محتمل داخل       
. به علاوه؟، يـك آزمـون شـرطي نيـز مـورد نيـاز اسـت               . گيرند  شود، در نظر نمي     يديده م 
2Tترين حالت را كه در آن         ساده اي ماننـد وضـعيت اشـتغال          يك متغيـر رسـته     ity و   =

، احتمـالات   2iy و   1iyبه عنوان يك مدل سـاده از وابـستگي بـين            . است، در نظر بگيريد   
ــاركوف   ــر وضــعيت م ــراي abpتغيي 2iy را ب b= ــه شــرط 1iy ب a= ــراي ــستقل ب ، م

i i U≠ 1iyبه شرط   . گيريم   در نظر مي   ∋ a=        3(ي همگـن       اين به يـك مـدل جامعـه (
2ي سيستماتيك  ميانگين نمونه. شود منتهي مي 1i i iz y y=   شود  به صورت زير داده مي−

,
; 1i

a
m m a

a y a

nz z
n=

= ∑  
1iy تعداد واحدهاي با     anكه در آن     a=    است و ,m az    ها است   ميانگين تغييرات ميان آن .

}ي واريانس شرطي  صورت بسته }( )V | ;sys m iz y i U∈1به طور كلي پيچيده است .  
اند در نظر     بندي شده    تقسيم 1iyدر عوض هر ترتيبي را كه در آن واحدها با توجه به مقدار              

aNفرض كنيد   . بگيريد
k       ي     به طور طبيعي و به ازاي كليهa      ها يك مقدار صحيح است كه

1iy تعداد واحدهاي با     aNدر آن    a=   در اين صـورت     .  در جامعه استan   و , 1m ty  هـر   =
, به سـادگي، واريـانس       mzگيري هستند، به نحوي كه واريانس         هاي نمونه   دو ثابت  2m ty = 

,تواند براي     مي) 4(ي    حال نتيجه . است , 2m a ty  1iy صدق كند، يعني داخل هـر بخـش از           =
, دوم   ي  هاي بيزي مرتبـه     تحت مدل تغيير وضعيت ماركوف به نحوي كه مخاطره         , 2m a ty = 

}به شرط    };1iy i U∈     مستقيماً به سمت mz در نظر گـرفتن ايـن حالـت خـاص       . رود   مي
توانـد بـراي    گيري سيـستماتيك مـي   نه دوم نموي ي بيزي مرتبه دهد كه مخاطره    نشان مي 

هاي خودهمبسته و همچنين زماني كه واريانس به صـورت     براوردگرهاي تغييرات در جامعه   
سـازي در     ي شبيه   ي يك مطالعه    اين موضوع را به وسيله    . شود زياد باشد    شرطي ارزيابي مي  

  .كنيم بخش بعد آزمون مي
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 پويايي بازار كار: سازي شبيه -6

 نـروژ و آمـارگيري      2001يايي بازار كار را با اسـتفاده از سرشـماري سـال             در اين بخش پو   
 وضعيت اشتغال را به دسـت     2001از سرشماري سال    . كنيم  سازي مي   نيروي كار نروژ شبيه   

بندي شده اسـت      طبقه»  غير فعال  «و  »  بيكار «،  » شاغل «ي    آوريم كه به سه دسته      مي
1tو متغير مورد نظر جامعه در         در  آمارگيري نيروي كار  سپس از   . شود   در نظر گرفته مي    =

3 يك ماتريس تغييـر وضـعيت        2005 و فصل اول سال      2004فصل آخر سال      بـراي   ×3
با استفاده از اين احتمالات تغيير وضعيت       . آوريم  وضعيت اشتغال بين دو فصل به دست مي       

2tوضعيت اشتغال در جامعه را در       ماركوف قادريم يك     جامعـه در  . سـازي كنـيم     شـبيه  =
ي شناسـايي      شهرستان نروژ به تفكيك شـهر، سـن، جـنس و شـماره             19داخل هر يك از     

توانـد بـا وضـعيت اشـتغال مـورد نظـر               مـي  PINبندي شده است كه        طبقه (PIN)فردي  
  .ناهمبسته در نظر گرفته شود

گيـري سيـستماتيك بـا احتمـالات           نمونه -1: گيريم  برد متفاوت را در نظر مي     چهار راه 
1tبرابر در    Sysدهي مستقيم كه با        و براورد بر اساس وزن     = Dir−   شود،    نشان داده مي

1tگيري تصادفي ساده در        نمونه -2  SRSدهي مستقيم كه بـا         اساس وزن   و براورد بر   =
شده با تخصيص متناسب نسبت به        بندي گيري تصادفي طبقه    نمونه -3شود،    نشان داده مي  
Strشده منتهي و با  بندي كه به براورد طبقه   )  گروه 22كلاً  (جنس و سن     SRS−  نمـايش 

بنـدي بـا    طبقـه   سيستماتيك با احتمالات برابر و براورد پس       گيري   نمونه -4شود، و     داده مي 
Sysطبقه، كه با  عنوان پس جنسيتي به- گروه سني22 Pst−شود  نمايش داده مي.  

شـود تـا       شهرستان نروژ به صورت جداگانه انجام مي       19ها براي هر يك از        سازي  شبيه
ي انتخـاب    يـك نمونـه   . ري نيروي كار نروژ باشد     آمارگي ي  بندي شده   بازتابي از طرح طبقه   

1tشده در    2t، در   = هـاي داخـل      ي نمونـه      گيـرد و انـدازه       نيز مورد استفاده قـرار مـي       =
هـا    ي شهرسـتان    نتـايج بـراي همـه     . اند  شهرستان از آمارگيري نيروي كار نروژ گرفته شده       

. دهـيم    نشان مي  1 در شكل    stfoldØجا ما وضعيت را تنها براي         در اين . تخيلي شبيه اس  
بندي تلويحي نسبت به      تواند به عنوان يك طبقه      گيري سيستماتيك مي    در اين حالت نمونه   

2tبندي فقط براي نرخ اشتغال در         اثرات طبقه . شهر، سن و جنسيت در نظر گرفته شود        = 
 SRS درصـد كـاهش واريـانس را در مقايـسه بـا             20، كه در حدود     (Emp)اند   قابل توجه 
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بندي تنها بر اساس جنـسيت        تواند با طبقه    بندي مي   تر اثر طبقه   هرچند، بيش . دهد  نشان مي 
بندي بر اساس شهر علاوه بر جنسيت و سـن، بـه              توجه كنيد كه طبقه   . و سن به دست آيد    

تـوان انتظـار      ديگـر نمـي    هـاي   ي حالت   در همه . زياد طبقات غيركاربردي است   خاطر تعداد   
  .گيري سيستماتيك داشت بهبود كارايي را با استفاده از نمونه

  
 و SRS دوم ي هــاي بيــزي مرتبــه شــود كــه در حــالي كــه مخــاطره  مــشاهده مــي

Str SRS−  نـاچيز  ) در حدود صد و هفتـاد و نـه هـزار نفـر            (اي به اين اندازه        براي جامعه
هـا ماننـد      گيري سيستماتيك همچنين زماني كه واريانس       ها تحت نمونه    است، اين مخاطره  

 بـراي   Vsysضريب تغييـرات    . اند  شوند، قابل ملاحظه    جا به صورت شرطي محاسبه مي       اين
Emp 11     درصد، براي تغيير Emp 8/15      درصـد، بـراي UnEmp 4/16      درصـد و بـراي 
) 4(اين مقادير با مقدار غير شرطي نظـري كـه توسـط             .  درصد است  UnEmp 4/15تغيير  

/ تقريباً برابـر اسـت بـا         stfoldØشوند و براي      داده مي  /f = =2
134 62 %12 ، قابـل   2

 نوسـان واريـانس ممكـن اسـت اثـر مـورد انتظـار               هاي خـاص،    لذا در موقعيت  . اند  مقايسه

2t نـرخ اشـتغال در       (SE)اي انحـراف معيـار        نمودار جعبه  -1شكل   = (Emp)     تغييـر نـرخ ،
2t، نرخ بيكاري در (Change Emp)اشتغال  = (UnEmp) و تغيير نرخ بيكاري (Change 

UnEmp)    براي شهرستان Østfold :دهي مـستقيم      گيري تصادفي ساده با وزن      نمونه(SRS) ،
گيــري  ، نمونــه(Str-SRS)شــده بــا تخــصيص متناســب  بنــدي گيــري تــصادفي طبقــه نمونــه

  (Sys-Pst)بندي  طبقه گيري سيستماتيك با براورد پس  و نمونه(Sys-Dir)سيستماتيك 
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 دوم ي ي بيـزي مرتبـه   توجه كنيد كه مخاطره.  را از بين ببردEmpبندي روي براورد    طبقه
  .بندي كاهش داده شود طبقه ي پس تواند به وسيله گيري سيستماتيك نمي نمونه

غييـرات  جا نگراني اصلي ما اسـت ضـريب ت   به خصوص براي براورد تغييرات كه در اين     
لـذا اسـتفاده از     . گيري سيستماتيك تقريباً برابر حالـت بـراورد سـطح اسـت             واريانس نمونه 

گيري واقعي يك براوردگـر       تواند باعث شود كه واريانس نمونه       گيري سيستماتيك مي    نمونه
 درصـد   15براي مثـال، اگـر واريـانس واقعـي          . تغييرات، به شدت در طول زمان تغيير كند       

تر از اميد رياضي بـين فـصل           درصد پايين  15رياضي بين فصل اول و دوم و        بالاتر از اميد    
هـاي     درصـد اخـتلاف در واريـانس       30گاه دو بـراورد تغييـرات داراي          دوم و سوم باشد، آن    

حـال  . گيري سيستماتيك ناشي شده است      تنها از نمونه  ي    گيري هستند كه از استفاده      نمونه
 درصـد   15 هر دوي براوردگرهاي تغييرات در حـدود         جا ضريب تغييرات واريانس     كه در اين    

تري كه دو انحراف معيار بـالا   در حالت افراطي. است، اين يك سناريوي غير معمول نيست  
گيري ورد انتظارند، واريـانس واقعـي يـك براوردگـر تغييـرات               تر از واريانس نمونه     يا پايين 

/يعني (تقريباً دو برابر  
/

1 3
0 ويژگـي  يـك   به عنوان مقدارداشتن اين  قطعاً نگه.  ديگري است)7

  .گيري نامطلوب است طرح نمونه

 خلاصه -7

 دوم و اصـل تـصميم اسـتوار بيـز را            ي   مرتبـه   بيزي ي  هاي قبل مفهوم مخاطره    در قسمت 
گيـري   هـا نمونـه    هـايي را در نظـر گـرفتيم كـه در آن            تعـدادي از وضـعيت     .معرفي كرديم 

 كـه  شـود   ديگري ميگيري تصادفي هاي نمونه ر معمول جايگزين روشستماتيك به طو  يس
بيـزي  هـاي    تواند مخاطره  نشان داده شده است كه اين كار مي        .به همان اندازه كارا هستند    

آمـارگيري  هـر دوي     در   واقعـي گيـري    يعني نوسانات واريـانس نمونـه       دوم بزرگ،  ي  مرتبه
هـاي بـزرگ گرفتـه شـده از          اند براي نمونه  تو اين مي  .ايجاد كند طولي   قطعي و ماي   نمونه
 .باشـد  آور بسيار زيـان   ،كوچكهاي   هاي بزرگ از زيرجامعه    يا زيرنمونه  ،كوچكهاي   جامعه

 وي شـانس      بر پايـه  هايي   ستماتيك براي راحتي در چنين موقعيت     يگيري س  استفاده ازنمونه 
  .گونه توقعي براي بهبود كارايي است بدون هيچ
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 ايـم   بررسي قـرار نـداده     دمور هايي كه ما   تيك به فراواني درموقعيت   ستمايگيري س  نمونه
گيـري   ي معمول از نمونـه     هاي متعددي، شامل استفاده    مثال] 2[كاكران   .رود مي  به كار  نيز
چنـين  . ه است داري و اراضي ذكر كرد     هاي جنگل  ستماتيك يك يا دوبعدي درآمارگيري    يس

 ا ام ـجا انجام شده است مورد مطالعه قرار بگيرند، نتوانند مشابه آنچه در اي هايي مي  موقعيت
 كـه   اند  يي در طول زمان ومكان    ها  همبستگي  شامل   خاص  نسبتاً ي  هاي جامعه  نيازمند مدل 

آوري يـك      اشـاره شـد، جمـع      طور كه قـبلاً    همان به علاوه، . اند هخارج از چارچوب اين مقال    
سـرانجام،  . تر باشد وز هم آسانهايي هن ي سيستماتيك ممكن است در چنين موقعيت   نمونه

شناسـي نقـش      هاي اراضي و بـوم      تواند در آمارگيري    گيري سيستماتيك مي    تعادل در نمونه  
گيري بـراي هموارسـازي       براي مثال گستردگي يكنواخت نواحي نمونه     . اي ايفا كند    برجسته

  .تر از تصادفي بودن نمونه تلقي شود ها ممكن است مهم فضايي داده
ايم   ري سيستماتيك را از نقطه نظر يك تصميم آماري مورد مطالعه قرار داده            گي  ما نمونه 

. شـود   گيري براوردگر آمـارگيري تعريـف مـي         كه در آن تابع زيان به صورت واريانس نمونه        
مبنا كه در آن واريانس يك براوردگر تنهـا تحـت مـدل    -توجه كنيد كه براي استنباط مدل   

ي   گيري سيستماتيك با مخاطره      دوم نمونه  ي  زي مرتبه ي بي   شود مخاطره   جامعه ارزيابي مي  
كـه    گيري تصادفي ديگـر تفـاوتي نـدارد بـه شـرط آن               دوم يك روش نمونه    ي  بيزي مرتبه 

گيـري سيـستماتيك      در واقـع نمونـه    . گيري در هر دو حالت فاقد اطلاعات مفيد باشد          نمونه
شـود    د در نظر گرفته مـي     هاي متعادل مختلف مفي     عنوان گام اول در ساختن نمونه      گاهي به 

]11.[  
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