
  مطالب آماري گزيده  
  209-223 ، صص1387 يز و زمستانپاي، 2  ي ، شماره19 سال  

  .گيري گيبس  نمونه؛ تحليل بيز؛ پسينزيعوت ؛ پيشين توزيع :اژگان كليديو
  5/7/1388:  پذيرش،27/8/1387: دريافت

  تحليل بيزي با استفاده از رايانه

  پرويز نصيري
  دانشگاه پيام نور

 پارامتر بـه    ي  تحليل بيز با انتخاب يك توزيع پيشين كه معمولاً از دانش قبلي ما درباره              .چكيده
توزيع مناسب روي فضاي پارامتر انتخـاب و بـر اسـاس آن توزيـع               . شود آيد، شروع مي   دست مي 
در اين مقاله روشي تقريبي مبتني بر رايانه        . گردد  مي براوردي  صورت قطعي يا تقريب    پسين به 

پيشين توليد و بـا اسـتفاده از آن و          اي به حجم بزرگ از توزيع         كه در آن نمونه    گردد معرفي مي 
توزيع پـسين   ) هاي( پارامتر براورداي از توزيع پسين براي       با تكرار آن، نمونه    تابع درستنمايي و  

 توجه به فرم تابع چگالي تـوأم دو يـا چنـد متغيـره از روش تقريبـي                   گاهي با . گردد توليد مي 
هاي تقريبـي مـرور و بـا چنـدين           در اين مقاله اين روش    . شود  گيبس نيز استفاده مي    گيري نمونه

  .شوند مثال به كار گرفته مي

  مقدمه-1

در .  تصادفي از توزيع پـسين ارائـه دادنـد         ي   دو روش براي توليد نمونه     ]4[اسميت و گلفند    
)هاي بزرگي از توزيـع پيـشين         ها نمونه  اين روش  )π θ             بـا اسـتفاده از رايانـه توليـد و بـا 

 بـراي توزيـع واقعـي       ،اي از توزيع پـسين تقريبـي       ها و تابع درستنمايي نمونه     استفاده از آن  
)پسين   )xπ θ  هايي اسـت كـه بـا         ديگر از شيوه   گيري گيبس يكي   نمونه. شود ، توليد مي

رايانه براي كامل كردن تحليل توزيع پـسين در يـك موقعيـت خـاص مـورد               استفاده از   
  .گيرد استفاده قرار مي

 تصادفي از توزيع پسين بحث و در        ي  هاي توليد نمونه   در اين مقاله در بخش اول روش      
بخـش دوم روش    در  . هـا ارائـه خواهـد شـد        هـايي جهـت معرفـي بهتـر روش         انتها مثـال  
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  .شود  تابع چگالي توزيع پسين ارائه ميبراوردگيري گيبس معرفي و با استفاده از آن  نمونه

 توليد نمونه از توزيع پسين -2

 هـايي  شود و در انتها نمونه در اين بخش دو روش براي توليد نمونه از توزيع پسين ارائه مي            
  . از توزيع مفروض توليد خواهد شد

  روش اول -1-2
  طوري كه  پذير غيرمنفي باشد، به  يك تابع انتگرالfض كنيد فر

( ) ( )f x h x∝  
)كه در آن     )h x       يعني  ( يك تابع چگالي احتمال است( )h x dx

∞

−∞
=∫ تابع چگالي  ). 1

)احتمال  )g xگيريم  با شرايط زير در نظر مي را.  
)گاه   تكيه-الف )g xگاه   شامل تكيه( )f xباشد  .  
) توليد مشاهدات از -ب )g xبا استفاده از رايانه آسان باشد  .  
)طوري كه  ه باشد به وجود داشتM يك عدد معلوم -پ )f x M≤ .  

  . گيريم براي توليد مشاهدات، الگوريتم زير را در نظر مي
) از   x ي  يك مشاهده  -1 )g x  ي   و مشاهده u    مستقل از x  ع يكنواخـت   از توزي

) ي روي بازه ),D   . كنيم  توليد مي1
)اگر   -2 )

( )
f x

Mg xu عنوان يك مشاهده انتخاب و ذخيـره         به x ي   باشد، مشاهده  ≥
)صـورت زوج      در غيـر ايـن     .شـود  مي ),x u    از  و مجـدداً      شـده   ناديـده گرفتـه

اي به حجـم     توان نمونه   مي 2 و   1بعد از تكرار مراحل     . شود  تكرار مي  1 ي  مرحله
n  تـوان نـشان داد كـه اگـر      با استفاده از استدلال زير مي .  توليد نمودY  يـك 

) انتخاب شده باشد تابع چگالي آن ي مشاهده )⋅h3 [ خواهد بود[.  
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( ) ( )
( )
( )
( )

( )
( )

( )
( ) ( )

( )
( ) ( )

,

y

f x
P Y y P X y u

Mg x

f x
P X y u

Mg x

f x
P u

Mg x

f x
P u g x dx

Mg x

f x
P u g x dx

Mg x

−∞

∞

−∞

⎡ ⎤
≤ = ≤ ≤⎢ ⎥

⎢ ⎥⎣ ⎦
⎡ ⎤

≤ ≤⎢ ⎥
⎣ ⎦=

⎡ ⎤
≤⎢ ⎥

⎣ ⎦
⎡ ⎤

≤⎢ ⎥
⎣ ⎦=
⎡ ⎤

≤⎢ ⎥
⎣ ⎦

∫

∫

  

   يكنواخت است، داريم uكه متغير تصادفي  جا حال از آن

( )

( )
( ) ( )

( )
( ) ( )

( )

( )
( )

y

y

y

f x
g x dx

Mg x
P Y y

f x
g x dx

Mg x

f x dx
h x dx

f x dx

−∞

∞

−∞

−∞
∞ −∞

−∞

≤ =

= =

∫

∫

∫
∫

∫

  

) داراي تابع چگالي احتمال Yاين  بر بنا )h xاست  .  
)ي تحليل بيزي با توزيـع پيـشين         برا )π θ       و تـابع درسـتنمايي ( )L x θ 
)توابع  )f θ و ( )g θگيريم صورت زير در نظر مي  را به.   

( ) ( ) ( ) ( ) ( ),= =f L x gθ θ π θ θ π θ  
   ، ماكسيمم درستنمايي باشدبراوردگر يك θ̂اگر 

( ) ( ) ( ) ( ) ( )ˆ .f L x L x gθ θ π θ θ θ= ≤  
)اين با اختيار  بر بنا )θ̂xLM = ،  
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( )
( )

( ) ( )

( ) ( )
( )
( )ˆ ˆ

f x f xf
Mg f x f x

θ π θ θθ
θ θ π θ θ

= =  

)براي استفاده از الگوريتم بالا يك مشاهده از          )π θ     توليد و مقدار ( )
( )ˆ

f x

f x

θ

θ
محاسبه ا   ر 

) مستقل از توزيع يكنواخت روي       ي  را با يك مشاهده    كرده و آن   ),1D   و نسبت   مقايسه
)به قبول يا رد زوج       ),uθ توان يك نمونه    با تكرار مراحل اخير مي    . كنيم گيري مي   تصميم

  . به حجم دلخواه از توزيع پسين توليد كرد
 باشد و توزيـع     θ داراي تابع چگالي برنولي با پارامتر        Xرض كنيد متغير تصادفي     ف :مثال

>θپيشين  < 1D ،( )π θ θ=   اين  بر بنا.  در نظر گرفته شود2
( ) ( ) , , ,xxf x xθ θ θ θ−= − = < <11 1 1D D  

xاگر  1،x 2،…،nxمشاهده شده باشد ي  نمونه   
( ) ( )n n xn xL x θ θ θ −= −1  

( ) ( ) ( )ˆ ˆ ˆ ˆ,
−

= − =
n x n n x

L x Xθ θ θ θ1  
)يك مشاهده از     )π θ θ= ) با استفاده از تابع توزيع       2 )F θ θ= از . كنـيم   توليد مي  2

)جا كه  آن )F θ≤ ≤ 1D است   
( ) .F u uθ θ θ= = ⇒ =2  

شـود    باشد، نتيجـه مـي  04/0 بين صفر و يك برابر با ي شده كه عدد توليد   با فرض اين  
/ /θ = =0 04 0   در اين صورت . 2

( ) ( ) ( ) ( )/ / / , ,x xf x f x xθ −= = − =10 2 0 2 1 0 2 1D  
)تايي از   بيستي يك نمونه )/f x 0   .صورت زير توليد نمود توان به  مي2

1 1 1 1 1 1 1D D D D D D D D D D D D D  
ˆ /

n

i
i

X x
n

θ
=

= = = =∑
1

1 7 0 3520  

( ) ( ) ( ) ( ) ( ) ( )

( ) ( )

/ // / /

/ /

n n xn xL x θ θ − −= − = −

=

20 0 35 20 20 0 35

137

0 2 1 0 2 1 0 2
0 2 0 8
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( ) ( ) ( ) ( )ˆ / / /L x L xθ = = −7 130 35 0 35 1 0 35  
( )
( )

/ / /
ˆ / /

L x

L x

θ

θ
⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

7 130 2 0 8 0 29580 35 0 65  

) ي  وي بـازه   يك مشاهده به تصادف از توزيع يكنواخت ر        حال ),1D    كنـيم   توليـد مـي .
u/فرض كنيد    = 0 )چـون   .  مشاهده شـده باشـد     1670 )

( )ˆ /L x

L x
u θ

θ
< = 0  اسـت زوج    2958

( ) ( ), / , /uθ = 0 2 0 θ/اين   بر شود بنا   انتخاب مي  1670 =0 عنـوان نمونـه از توزيـع         به 2
  . شود  انتخاب ميپسين

θ/حال فرض كنيد براي   = 0 ) از 20 مشاهده شـده بـه حجـم    ي  نمونه2 )/f x 0 2 
  . صورت زير باشد به

D  D  1  D  D  D  D  1  D  D  1  D  D  1  D  D  1  D  1  D  
ˆ /

n

i
i

X X
n

θ
=

= = = =∑
1

1 6 0 320  

( ) ( ) ( ) ( ) ( ) ( )/ / / / /n nxnXL x θ θ −= − = − =6 14 6 140 2 1 0 2 1 0 2 0 2 0 8  
( ) ( ) ( ) ( ) ( ) ( )ˆ ˆ ˆ / / / /

n nxnXL x θ θ θ
−

= − = − =6 14 6 141 0 3 1 0 3 0 3 0 7  
( )

( )
( ) ( )
( ) ( )

/ / /
/

ˆ / //

L x

L x θ
⎛ ⎞ ⎛ ⎞= = =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠=

6 14 6 14

6 14
0 2 0 2 0 8 2 8 0 56933 70 3 0 70 3

  

ــشاهده ــر م ــهي اگ ــازهي  نمون ــصادفي از ب ) ي  ت ),D ــا 1 ــر ب ــد زوج 5696/0 براب  باش
( )/ , /0 2 0   . شود  انتخاب نمي5693

 بـراورد روش ماكسيمم درسـتنمايي قابـل         به θشود كه    از اين روش وقتي استفاده مي     
  .شود از روش دوم كه در ذيل بحث خواهد شد، استفاده ميباشد در غير اين صورت 
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  روش دوم -2-2
اگـر  . شـود  از توزيـع پيـشين توليـد مـي        ) بـزرگ  (nدر اين روش يك نمونـه بـه حجـم           

θ1،θ2،…،nθتوليد شده باشد، متغير ي مونه ن iWشود صورت زير تعريف مي  به.  

( )
( )

( )

( )

n

j i
i j

i n nn

i j i
i i j

f x
L x

W
L x f x

θ
θ

θ θ

=

= = =

= =
∏

∑ ∑∏
1

1 1 1

  

θاگر   ترتيب با احتمالات     را به  θ1،θ2،…،nθ يك متغير تصادفي گسسته باشد و مقادير         ∗
W 1،W 2،…،nW اختيار كند آنگاه   

  
  و 

( )
( ) ( )

( ) ( )
lim −∞∗

∞→∞

−∞

≤ =
∫
∫

D

Dn

L x d
P

L x d

θ
θ π θ θ

θ θ
θ π θ θ

  

θتوزيع  ، بزرگnبراي    .  يك توزيع تقريبي براي توزيع پسين است∗
  :اثبات

( ) ( )
( )

( ) [ ]
( )

( )

i

i

i

i

i

n

i
i

n

i
i

L x
P

L x

L x I
n

L x
n

θ θ

θ
θ θ

θ
θ θ

θ

θ

θ

∗

≤

≤
=

=

≤ =

=

∑ ∑

∑

∑
1

1

1

1

D

D

D

  

)اند   توزيع ها از هم مستقل و هم     iθچون   )iid             با اسـتفاده از قـانون قـوي اعـداد بـزرگ 
  ر داريم براي صورت و مخرج كسر اخي

nθ  …  θ2  θ1  Dθ  
nW  … W 2  W 1  ( )P θ θ∗ = D  

)1( 
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( )
( ) ( )

( ) ( )
lim .
n

L x d
P

L x d

θ
θ π θ θ

θ θ
θ π θ θ

−∞∗
∞→∞

−∞

≤ =
∫
∫

D

D  

θبا توليد مشاهدات از توزيع    . آيد دست ميه ، يك نمونه از توزيع پسين ب∗
>θ از   n=10نمونه به حجم    براي مثال قبلي، يك      :مثال <D 1  ،( )π θ θ= يـد   تول 2
  . صورت زير باشد  توليد شده بهي فرض كنيد نمونه. كنيم مي

9080307060250400501020 //////////  
θتابع توزيع    برابر است با ) 1 (ي  با توجه به رابطه∗

( ) ( )
( ) [ ]

( )

( )
1

1

i

i

n

i
i

n

i
i

L x I
G P

L x

θ
θ θθ

θ θ θ
θ

≤
∗ ∗ =

=

= ≤ =
∑

∑

D

D  

)  از10اي به حجم   نمونهθبه ازاي مقادير مختلف  )f x θ1جدول  (شود  توليد مي( .  

  

) از θهاي به حجم ده به ازاي مقادير مختلف   نمونه-1جدول  )|f x θ 

          iθ            
9/0  8/0  7/0  6/0  4/0  3/0  25/0  2/0  1/0  05/0  iX  

1  1  1  1  D  D  D  D  D  D  x 1  
1  1  1  D  1  1  D  D  D  D  x 2  
1  1  D  1  D  D  D  1  D  D  x 3  
1  1  1  D  D  D  D  D  D  D  x 4  
1  D  1  1  D  1  1  D  1  D  x 5  
1  1  1  1  D  1  D  D  D  D  x 6  
1  1  1  D  D  D  1  1  D  D  x 7  
1  1  1  1  1  D  D  D  D  D  x 8  
1  1  1  1  D  D  1  D  D  D  x 9  
D  1  1  D  1  D  D  D  1  1  x 10  
9  9  9  6  3  3  3  2  2  1  iX∑  
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( ) ( ) ( )

( ) , , , ,

n
n

j
jj

j

n
n

j
jj

j

xn
n x

i j i i i
j

x
x

i i

L x f x

i

θ θ θ θ

θ θ

=
=

=
=

−

=

−

∑ ∑= = −

∑ ∑= − =

∏ 1
1

1
1

1

10

1

1 1 2 10…

( ) ( ) ( ) ( )/ / / /L x L xθ θ= = = =1 9
1 1 0 05 0 05 0 95 0 0315  

( ) ( ) ( ) ( )/ / / /L x L xθ θ= = = =2 8
2 2 0 1 0 1 0 9 0 0043  

( ) ( ) ( ) ( )/ / / /L x L xθ θ= = = =2 8
3 3 0 2 0 2 0 8 0 0067  

( ) ( ) ( ) ( )/ / / /L x L xθ θ= = = =3 7
4 4 0 25 0 25 0 75 0 0208  

( ) ( ) ( ) ( )/ / / /L x L xθ θ= = = =3 7
5 5 0 3 0 3 0 7 0 0022  

( ) ( ) ( ) ( )/ / / /L x L xθ θ= = = =3 7
6 6 0 4 0 4 0 6 0 0017  

( ) ( ) ( ) ( )/ / / /L x L xθ θ= = = =6 4
7 7 0 6 0 6 0 4 0 0011  

( ) ( ) ( ) ( )/ / / /L x L xθ θ= = = =9 1
8 8 0 7 0 7 0 3 0 012  

( ) ( ) ( ) ( )/ / / /L x L xθ θ= = = =9 1
9 9 0 8 0 8 0 2 0 0268  

( ) ( ) ( ) ( )/ / / /L x L xθ θ= = = =9 1
10 10 0 9 0 9 0 1 0 038  

9/0  8/0  7/0  6/0  4/0  3/0  25/0  2/0  1/0  05/0  
iθ  

038/0 0268/0012/0 0011/00017/00022/00208/0 0067/00043/00315/0 ( )ixL θ 

( )
( ) [ ]

( )

( )

i

i

n

i
i

n

i
i

L x I
P

L x

θ
θ θθ

θ θ
θ

≤
∗ =

=

≤ =
∑

∑

D

D
1

1

               ( ) /
n

i
i

L x θ
=

=∑
1

0 1451  

9/0  8/0  7/0  6/0  4/0  3/0  25/0  2/0  1/0  05/0  θD  
1  7367/05520/04693/04618/045/0 4363/02929/02467/02171/0( )P θ θ∗ ≤ D
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  توان نوشت  تابع توزيع و تابع چگالي احتمال براي متغير گسسته ميي با توجه به رابطه
( ) ( ) ( )g G Gθ θ θ∗ ∗ ∗= − −  

)اين تابع چگالي پسين  بر بنا )( )g Xθ برابر است با   

9/0  8/0  7/0  6/0  4/0  3/0  25/0  2/0  1/0  05/0  θ ∗  
2633/01847/00827/00075/00118/00137/01434/00462/00296/02171/0( )g θ ∗  

   θاي با پارامتر   داراي تابع چگالي احتمال دوجملهXاگر متغير تصادفي  :مثال
( ) ( ) , , , , ,n xxn

f x x n
x

θ θ θ −⎛ ⎞
= − =⎜ ⎟
⎝ ⎠

1 1 2D …  
   باشد، α=3 و β=2 تابع چگالي پيشين بتا با پارامترهاي و

( ) ( )
( ) ( ) ( ) ( ) ,βαπ α β

π θ θ θ θ θ θ
π α π β

−−+
= − = − < <11 21 3 1 1D  

) از   7اي به حجم     با توليد نمونه   )π θ  از   10اي به حجم      و نمونه ( )f x θ     تـابع چگـالي 
  . آوريددست ه احتمال پسين را ب

) توليد شده از ي نمونه )π θست از  ا عبارت  
951667/0 904114/0 390308/0 892439/0 529509/0 618027/0 751574/0  

) از   10ي توليد شـده يـك نمونـه بـه حجـم             θبه ازاي هر     )f x θ      توليـد شـده اسـت   
  .)2جدول (
)شده  هاي توليد ا توجه به نمونهب ) ( )ij

n

j
i xfxL θθ ∏

=

=
1

  كنيم   را محاسبه مي

( ) ( ) ( )

( ) ( )

jj

jj

n n n xx
i i ii

j j j

n n xx
ii

j j

n
L x f x

x

n
x

θ θ θ θ

θ θ

−

= =

−

=

∑∑

⎧ ⎫⎛ ⎞⎪ ⎪= = −⎜ ⎟⎨ ⎬
⎪ ⎪⎝ ⎠⎩ ⎭
⎧ ⎫⎛ ⎞⎪ ⎪= −⎜ ⎟⎨ ⎬
⎪ ⎪⎝ ⎠⎩ ⎭

∏ ∏

∏

1 1

1

1

1
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( ) ( )

( )

jj

ij

xx
ii

j j

xx
ii

j j

x

x

θ θ

θ θ

−

=

−

=

∑∑

∑∑

⎧ ⎫⎛ ⎞⎪ ⎪= −⎜ ⎟⎨ ⎬
⎪ ⎪⎝ ⎠⎩ ⎭
⎧ ⎫⎛ ⎞⎪ ⎪= −⎜ ⎟⎨ ⎬
⎪ ⎪⎝ ⎠⎩ ⎭

∏

∏

10 10

1

10 100

1

10 1

10 1
  

  

( ) ( )

[ ] ( )
( ) ( )/ / /

/

n
n

j
jj

j

x x

j j
L x

x
θ θ θ

θ θ

=
=

−

=

−

−

∑ ∑⎧ ⎫⎛ ⎞⎪ ⎪= −⎜ ⎟⎨ ⎬
⎪ ⎪⎝ ⎠⎩ ⎭

= × × × × × × × × × −

= × −

= ×

∏ 1
1

10 100
1 1 1

1
100 7171

1 1
71 2918

8

10 1

120 10 252 10 252 120 10 120 120 210 1
2 765319 10 0 751574 1 0 751574
1 248676 10

( ) ( )/ /L x L xθ θ− −= × = ×9 7
2 39 633301 10 1 364839 10  

( ) ( )/ /L x L xθ θ −= = × 8
4 50 012416 3 535389 10  

) از θهاي به حجم ده به ازاي مقادير مختلف  نمونه-2جدول  )|f x θ

      iθ          
951667/0 904114/0 390308/0 892439/0 529509/0 618027/0 751574/0 iX  

10  10  4  8  5  4  7  x 1  
8  9  3  10  5  6  9  x 2  
8  10  2  10  7  7  5  x 3  
9  8  6  9  4  9  9  x 4  
10  8  4  10  5  4  5  x 5  
9  9  4  9  7  6  7  x 6  
10  10  6  9  5  8  9  x 7  
10  9  4  8  4  5  7  x 8  
10  7  3  9  5  7  7  x 9  
10  10  2  9  5  6  6  x 10  

94  90 38 91 52 62  71  ∑
10

ix  
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( ) ( )/ /L x L xθ θ− −= × = ×6 5
6 71 833351 10 2 451762 10  

( )
( ) ( )

( )

( )
*

i

i
i

i

i
i

L x I
G

L x

θ
θ θθ

θ
θ

≤
=

=

=
∑

∑

7

1
7

1

D  

951667/0 904114/0 390308/0 892439/0 529509/0  618027/0  751574/0  θ  
1  9980/0  9975/0  9970/0  5-10274/1 6-10775/1 7-10004/1 ( )G θ 

  
951667/0 904114/0 390308/0 892439/0 529509/0  618027/0  751574/0  θ  

002/0  0005/0  001/0  9969/0  5-100965/1 6-1067562/1 7-10004/1 ( )g θ

  گيري گيبس و استفاده از آن در تحليل بيزي نمونه -3
هاي بـا سـرعت بـالا، باعـث      پيشرفت و تكامل روز به روز رايانه و دسترسي آسان به رايانه    

گيري گيـبس، ابزارهـاي مفيـد و ضـروري      هاي الگوريتمي، نظير نمونه شده است كه روش  
  . براي حل مسائل آماري باشند

 آن توسط متـروپليس     ي   اوليه ي  يتمي است كه ايده   گيري گيبس يك روش الگور     نمونه
اي كـه گيمـان و گيمـان در مـورد             ارائه گرديد و سپس با مقاله      1953و همكاران در سال     

  ].1 [ جديدي شدي هاي پردازش تصوير ارائه دادند، وارد مرحله مدل
 اوردبـر دهيم و با استفاده از آن بـراي         گيري گيبس را شرح مي     در اين بخش ابتدا نمونه    

  .كنيم مي براورد، توزيع آن را )پارامترها(پارامتر 

  گيري گيبس  نمونه-1-3
) داراي تـابع چگـالي تـوأم         Y و   Xفرض كنيـد متغيرهـاي تـصادفي         ),f x y   ،بـوده 

)طوري كه   به ) ( ){ }, , ,x y x y x A y B∈Ω = ∈ هـا   توابع چگالي شرطي آن و ∋
( )f x y   و ( )f y x اي   دست آوردن تابع چگالي حاشـيه     ه  هدف ب .  باشندX ) يـاY (
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پـذير   راحتي امكـان    ممكن است به   Y متغير   ي   انتگرال روي فضاي نمونه    ي محاسبه. است
  .  انتگرال زير آسان نباشدي نباشد يا به عبارت ديگر محاسبه

( ) ( ) ( ) ( ),f x f x y f y dy f x y dy
∞ ∞

−∞ −∞
= =∫ ∫  

Y به شرط    Xبا توجه به معلوم بودن فرم توابع چگالي شرطي           y=   و Y  رط  به ش ـ
X x= براي توليد يك نمونه به حجم n) كنيم الگوريتم زير را اجرا مي) بزرگ .  

) اختياري ي نمونه -1 ),x yD Dي  را از فضاي نمونه Ωكنيم  انتخاب مي .  
)بـــا اســـتفاده از  -2 )f y x و x Dي ، مـــشاهده y ) را از 1 )f y x D توليـــد 

  .كنيم مي
)استفاده از   با   - 3 ),Dx y1   و ( ),x yD D  ي  ، مـشاهده x1    را از ( )Dyxf  توليـد  

  . كنيم مي
)با جايگزيني    -4 ),x y1 ) به جاي    1 ),x yD D   را   3 تا   1 مراحل m     مرتبـه بـراي 

)دست آوردن ه ب ),m mx yكنيم  تكرار مي.  
,  ي  توليد نمونه براي   -5 , ,i n= …1 2  ،( ),m m

i ix y  ،n  5 تـا    1 احـل  مرتبه مر 
  .كنيم  ميرا تكرار

  .گيري گيبس گويند يند اخير توليد نمونه را، نمونهافر

  Xاي   تابع چگالي حاشيهبراورد -2-3

)اگر   )f x x ي   در نقطه  Xاي   چگالي حاشيه  تابع   ∗  باشد، با توجه به روابط بين توابـع         ∗
  توان نوشت اي و شرطي مي چگالي حاشيه

( ) ( ) ( )

( ) .

f x f x y f y dy

E f X y

∗ ∗

∗

=

⎡ ⎤= ⎣ ⎦

∫  

, ي  براساس مقادير مشاهده شده    , ,i n= …1 2  ،m
iY براوردگر ( )f x  برابر اسـت    ∗

  با 
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( ) ( )
n

m
i

i
f x f x y

n
∗ ∗

=
∑

1

1�  

( )f x بـه دنبـال آن     . گيـري گيـبس گوينـد      روش نمونـه   ورگر تابع چگالي بـه    ا را بر  ∗
( )nE X برابر است با   

( )n ( )
1

1 n
m

i
i

E X E X Y
n =

= ∑  
براي استفاده از   .  نيز نوشت  Yاي متغير    توان براي تابع چگالي حاشيه      را مي  روابط اخير 
 بـه   Xگيري گيبس در تحليل بيزي، فرض كنيد تابع چگالي متغير تصادفي             تكنيك نمونه 

 داراي تـابع چگـالي و توزيـع پـسين           θري كـه    طـو   بـستگي داشـته باشـد بـه        θپارامتر  
( )Xπ θ     گيـري   روش نمونه   تصادفي به  ي  براي توليد نمونه  .  فرم صريح از متغيرها نباشد

  .رس باشد با شرايط زير در دستYگيبس، فرض كنيد متغير تصادفي
طـوري كـه      معلوم و صريح باشـد، بـه       X و   θ به شرط    Yوزيع شرطي    فرم ت  -الف

)اي از  بتوان نمونه ),g Y Xθرا توليد كرد .  
طوري كه بتوان     معلوم و صريح باشد، به     X و   Y به شرط    θ فرم توزيع شرطي     -ب

)اي از  نمونه ),g X Yθرد توليد ك.  
)با توجه به بند الف و ب توزيع پسين           )Xπ θ     اي    از توزيـع حاشـيه( ),Y Xπ θ ـ  ه  ب

   و با استفاده از توابع چگالي آيد دست مي
( ) ( )) , ) ,X Y Y Xπ θ π θ1 2  

) تصادفي از ي نمونه )Xπ θشود گيري گيبس توليد مي  با استفاده از روش نمونه .  
 xاي با پارامترهاي    داراي تابع چگالي احتمال دوجمله     y فرض كنيد متغير تصادفي      :مثال

  .  باشدθو 
( ) ( ), , , , , , ;x yyx

f y x y x
y

θ θ θ θ−⎛ ⎞
= − = < <⎜ ⎟
⎝ ⎠

1 0 1 2 0 1…  
  . زير از اين توزيع توليد شده استي  نمونهθ=/20 و x=10براي 

   توليد شدهي نمونه  :1   1   3   2   1   2   4   4   2   1

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

os
s.

sr
tc

.a
c.

ir
 o

n 
20

26
-0

1-
29

 ]
 

                            13 / 16

http://ijoss.srtc.ac.ir/article-1-110-en.html


  پرويز نصيري  222

 .................................209-223، صص 1387 پاييز و زمستان، 2  ي ، شماره19سال مطالب آماري،   گزيده .................................

 y و   x داراي تابع چگالي احتمال بتـا بـا پارامترهـاي            θ حال فرض كنيد متغير تصادفي    
   ؛باشد

( ) ( )
( ) ( ) ( ) 101 11 <<−

Γ+Γ
+Γ

= −− θθθθπ ,, yx

yx
yxyx  

   است صورت زير توليد شده  بهy=2 و x=10 از اين توزيع براي 10اي به حجم  نمونه
  شده  توليدي نمونه:  808499/0  778155/0  910629/0  892164/0  389380/0

*  *  *  *  875045/0    

بـا اسـتفاده از روش   .  رؤيت نـشده اسـت   شده  توليدي   نمايانگر آن است كه نمونه     *علامت  
  . ها را توليد كنيد گيري گيبس آن نمونه

)بـراي توليــد نمونـه از    )yx,θπ بــراي θ  هــاي مختلـف از( )10,θyf چهــار نمونــه 
  كنيم  صورت زير توليد مي به

21/0  2/0  19/0  18/0  θ  
5  2  3  2  yتوليد شده  

) از   اي  توليد شده در جدول اخيـر نمونـه        yبه ازاي هر مقدار      )10,yθπ  صـورت زيـر      بـه
  .كنيم توليد مي

10  10  10  10  x  
5  2  3  2  y  

684857/0  969360/0  932773/0  702331/0  θ توليد شدهي  

  گيري نتيجه -4
 هـاي   كاربرد تحليل بيز در تحليل داده      تكامل روز افزون رايانه و دسترسي آسان به آن،        

اي  هاي حاشيه  هاي توليد نمونه تصادفي از توزيع پسين در مواقعي كه توزيع           آماري و روش  
 ي  يا شرطي فرم صريحي ندارند، اين موارد در اين مقاله مورد بحث قرار گرفتـه و بـا ارائـه                   

در ادامـه   . ه دسـت آمـده اسـت       پارامترها ب  براوردها ضمن توليد نمونه از توزيع پسين،         مثال
گيري گيبس كه ابزار مفيد و ضروري اسـت ارائـه            هاي نمونه  براي حل مسائل آماري روش    
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ها در آمار كاربردي در مراكز مهم از جملـه مركـز             رود از كاربرد روش    انتظار مي . شده است 
  .آمار مورد استفاده قرار گيرد

  گزاري سپاس
شــان موجــب ارتقــاء كيفــي مقالــه گرديــد   اتوســيله از داوران مقالــه كــه نظــر بــدين
  .شود گزاري مي سپاس

  ها مرجع
 .اول ي شماره هفتم،  سال،آماري ي انديشه گيبس، گيري نمونه ).1381 (سعيد زاده، زال ]1[

[2] Gaman, S.; Gaman D. (1984). Stochastic relaxation, Gibbs distributions and the 
Bayesian restoration of images. IEEE Trans. Pattern Anal. Mach. Intelligence, 
6, 721-741. 

[3] Metropolis, N.; Rosenbluth A. W.; Rosenbluth M. N.; Teller A. H.; Teller E. 
(1953). Equations of State calculations by fant computing methods. J. Chem. 
Phys. 21, 1087-1091. 

[4] Ricpley, B. (1986). Stochastic Simulation, New York: John Wiley. 
[5] Smith, A. F. M.; Gelfand A. C. (1992). Bayesian Statistics Without Tears: A 

Sampling Re sampling Perspective, The Amer. Statist., 46, 84–88. 
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  .نور دانشگاه پيامتهران، 
  : نگار پيام
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