
  هاي آمار رسمي ايران ي بررسي مجله                                                  
  165-145 ، صص1392 پاييز و زمستان، 2  ي ، شماره24سال  

  دار مکاتبات ی عهده *  نویسنده
  .۳/۹/۱۳۹۳، پذیرش: ۹/۸/۱۳۹۰دریافت: 

  گاوسی ی چهار روش براورد پارامترهای یك مدل آمیخته

  *دنیا رحمانی و عادل محمدپور
  تکنیک تهران) (پلیدانشگاه صنعتی امیرکبیر 

ی متنـاهی اسـت. خاصـیت مهـم  ترین مـدل آمیختـه ی گاوسی پرکاربرد مدل آمیخته چکیده:
جـا  . از آناسـتهای پیوسته با اشکال گونـاگون  پذیری آن نسبت به توزیع این مدل انعطاف

، در ایـن جـا بـرآنیم تـا باشـد میورد پارامترهـای آن ایک مدل، بر برازش ترین بخش که مهم
ورد کنـیم. ابتـدا اای را از طریـق چهـار روش بـر لفـهؤی دومی گاوسـ ارامترهای مدل آمیختهپ

سـپس پارامترهـای مـدل را از  م،کنی ای بیان مـی لفهؤی گاوسی را در حالت دوم مدل آمیخته
کنیم.  مـیبـراورد عـددی و عنوان حل تحلیلـی  با دو روش گشتاوری و ماکسیمم درستنمایی

دسـت آورده و در انتهـا نیـز از  بـه  EM ریتمورد پارامترها را با اسـتفاده از الگـوادر ادامه بر
گیری، نتـایج  ایم. در بخـش نتیجـه وردها استفاده کـردهاگیر گیبز برای یافتن بر الگوریتم نمونه

ایـن اسـت کـه یـک  کنیم. سـعی مـا بـر هـا را بـا یکـدیگر مقایسـه مـی دست آمده از روش به 
های هـر یـک را  ا و محـدودیتهـ حل کرده و برتری مرسومورد را با چهار روش ای بر مسئله

  .برای کاربران مشخص کنیم
  گاوسی. ی گیبز؛ مدل آمیخته گیر نمونه؛ EMحل تحلیلی و عددی؛ الگوریتم  واژگان کلیدی:

 مقدمه -۱
جملــه  ]. از۹آمــار شــد [ ی متنــاهی اولــین بــار در قــرن نــوزدهم وارد ادبیــات  مــدل آمیختــه

بنـدی اسـناد در امـر  ی پواسن بـرای گروه توان به مدل آمیخته متناهی می ی های آمیخته مدل
های ژنی اشـاره کـرد.  ی فیشر برای تحلیل متون و آزمایش بازیابی اطلاعات و مدل آمیخته

ی  های آمیختـه ]. مـدل۱۳] و [۴باشد [ ی گاوسی می مشهورترین مدل آمیخته، مدل آمیخته
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ای، تحلیل تصـاویر و دیگـر مـوارد  لفهؤچگالی، تحلیل م بندی، براورد تابع متناهی در خوشه
 :شود صورت زیر تعریف می ی متناهی به دارد. یک مدل آمیختهکاربرد بسزایی 

,𝑥۱ فرض کنید … , 𝑥௡ توزیـع ی تصادفی مسـتقل و هم مشاهداتی از نمونه 𝑋۱, … , 𝑋௡  بـا
𝜽 بردار پارامتر = (𝜃۱, … , 𝜃௄) صورت  مشاهدات به ی آمیختهگاه تابع چگالی  باشند، آن

;𝑓(𝑥௜ :زیر خواهد بود 𝜽) = ∑  ௄௞ୀ۱ 𝛼௞𝑓௞(𝑥௜; 𝜃௞),        𝑖 = ۱, … , 𝑛  
 𝑓(𝑥௜; 𝜽)ی را تـــابع چگـــالی آمیختـــه 𝐾لفـــه همـــان ؤای نیـــز گوینـــد. منظـــور از م لفـــهؤم
 𝜃௞ .دهنـد نشـان می 𝐾 باشد که تعدادشـان را بـا ی جامعه می دهنده ی تشکیلها  زیرجامعه

∑  کند: امُ است که در شرایط زیر صدق می𝑘 ی لفـهؤی م ضریب وزنی یا ضریب آمیختـه 𝛼௞ باشد و می 𝑘 ی پارامتر مربوط به زیر جامعه  ௄௞ୀ۱ 𝛼௞ = ۱                ۰ ≤ 𝛼௞ ≤ ۱.  
 𝑓௞(𝑥௜; 𝜃௞)ی لفهؤچگالی م 𝑘 ُبا پارامتر ام 𝜃௞ ۸باشد [ می[. 

 ی گاوسی مدل آمیخته -۲
,𝑥۱ توزیـع  ی گاوسی برای مشاهدات مسـتقل و هم مدل آمیخته … , 𝑥௡دار  مجمـوع وزن𝐾 

 :شود ی زیر نشان داده می لفه، با تابع چگالی گاوسی است، که با معادلهؤم

𝑓(𝑥௜; 𝝁, 𝝈۲) = ෍  ௄
௞ୀ۱

𝛼௞𝜙(𝑥௜; 𝜇௞, 𝜎௞۲) 

𝝁 جــا در این = (𝜇۱, … , 𝜇௄) و 𝝈۲ = (𝜎۱
۲, … , 𝜎௄۲) ــردار پارامترهــای مــدل  ب

;𝜙(𝑥௜..باشند ) می۱ی ( آمیخته 𝜇௞, 𝜎௞۲) یتـابع چگـالی گاوسـی بـا پارامترهـا𝜇௞  و 𝜎௞۲  
 :آید دست می ی زیر به  باشد که از رابطه امُ می𝑘ی  مربوط به مولفه

)1( 
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𝜙(𝑥௜; 𝜇௞, 𝜎௞۲) = ۱
ඨ۲గఙೖ۲

exp ቎− (௫೔ିఓೖ)۲
۲ఙೖ۲ ቏. 

,𝑥۱برای مشاهدات   :۱مثال  … , 𝑥௡ ترتیـب بـا  ی گاوسـی بـه از دو زیرجامعـه، کـه ترکیبـی
𝜎۱های  و واریانس 𝜇۱، 𝜇۲های  میانگین

۲، 𝜎۲
هـا  آن  ی گاه تـابع چگـالی آمیختـه باشند، آن ۲

𝛼۱ با ضرایب وزنی = 𝛼 و 𝛼۲ = ۱ − 𝛼 صورت زیر خواهد بود به: 

∑  ۲௞ୀ۱ 𝛼௞𝜙 ൬𝑥௜; 𝜇௞, 𝜎௞۲൰ = ఈඨ۲గఙ۱
۲

exp ቎− (௫೔ିఓ۱)۲
۲ఙ۱

۲ ቏ + ۱ିఈ
ඨ۲గఙ۲

۲
exp ቎− (௫೔ିఓ۲)۲

۲ఙ۲
۲ ቏  

شـده در  هیـای را بـر اسـاس دسـتور ارا لفـهؤی گاوسی دوم توان مشاهداتی از مدل آمیخته می
شـده بـرای پارامترهـا بسـته بـه  تولید کرد. مقادیر در نظر گرفته R افزار پیوست در نرم بخش

 .شود نظر کاربر انتخاب می
بـراورد پارامترهـای آن  ترین مسئله در ارتبـاط بـا یـک مـدل، دانیم مهم طور که می همان

ای را  لفـهؤی گاوسـی دوم این مقاله پارامترهای مدل آمیخته ۳باشد. از این رو در بخش  می
عنوان روشی تحلیلی بیـان کـرده، سـپس از  از دو روش گشتاوری و ماکسیمم درستنمایی به

گیبـز بـرای گیر  و الگوریتم نمونه EM کنیم. در ادامه نیز از الگوریتم روش عددی استفاده می
 .ایم یافتن براورد پارامترها استفاده کرده

 ی گاوسی به روش تحلیلی براورد پارامترهای مدل آمیخته -۳
در این بخش ابتدا روش گشـتاوری و سـپس روش ماکسـیمم درسـتنمایی، را بـرای بـراورد 

ی بـه بریم. در ادامه بـراورد ماکسـیمم درسـتنمای ی گاوسی به کار می پارامترهای مدل آمیخته
را محاسبه کرده و با براورد بیز که از الگوریتم گیبـز بـه دسـت  EM روش عددی و الگوریتم

  .کنیم آمده، مقایسه می
  
 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

os
s.

sr
tc

.a
c.

ir
 o

n 
20

26
-0

1-
31

 ]
 

                             3 / 21

http://ijoss.srtc.ac.ir/article-1-30-en.html


  محمدپور دنيا رحماني و عادل  148

   .....................  165 - 145، صص 1392پاييز و زمستان ، 2  ي ، شماره24سال ، هاي آمار رسمي ايران ي بررسي مجله   .....................  

 روش گشتاوری -۱-۳
طـول پیشـانی بـه طـول   هایی که نسـبت برای برازش مدل به داده ۱۸۹۴ن در سال ویرس پی

آوری شــده  جمـع ۱۸۹۲داشـتند و توســط ولـدن در سـال  خرچنـگ را بیـان می ۱۰۰۰بـدن 
بـازه بـا  ۲۹هـا را بـه  ]. او داده۹متغیره استفاده کـرد، [ ی گاوسی تک یختهبودند، از مدل آم

𝑖برای  𝑦௜ فراوانی = ۱, … , هـا دو تـابع چگـالی  بندی آن بندی کرد وبرای مدل تقسیم ،۲۹
𝜎۱ های و واریانس 𝜇۲ و 𝜇۱ های نرمال با میانگین

𝜎۲ و ۲
۱و 𝛼 را با ضرایب وزنی ۲ − 𝛼  

بــا یکــدیگر آمیخــت. او بــرای بــراورد پارامترهــای مــدل از روش گشــتاوری اســتفاده کــرد. 
, 𝜇෤௜ ی اول تا پنجم مشـاهدات ن، در ابتدا گشتاورهای مرکزی مرتبهویرس پی 𝚤̇ = ۱, … , ۵ 

پـارامتر  ۵معادلـه بـرای بـراورد  ۵آورد. سپس با استفاده از روش گشتاوری به  دست  را به 
  :زیر دست یافت ۹ی  ی درجه با حل دستگاه معادلات به معادله مجهول رسید.

۲۴𝑝۲۹ − ۲۸𝜆۴𝑝۲۷ + ۳۶𝜇෤۳۲𝑝۲۶ − (۲۴𝜇෤۳𝜆۵ − ۱۰𝜆۴۲)𝑝۲
۵ −(۱۴۸𝜇෤۳۲𝜆۴ + ۲𝜆۵۲)𝑝۲

۴ + (۲۸۸𝜇෤۳۴ − ۱۲𝜆۴𝜆۵𝜇෤۳ − 𝜆۴۳)𝑝۲۳ +(۲۴𝜇෤۳۳𝜆۵ − ۷𝜇෤۳۲𝜆۴۲)𝑝۲۲ + ۳۲𝜇෤۳۴𝜆۴𝑝۲ − ۲۴𝜇෤۳۶ = ۰ 

𝑝۱  که به طوری = 𝜇۱ + 𝜇۲,       𝑝۲ = 𝜇۱𝜇۲ 𝜆۴ = ۹𝜇෤۲۲ − ۳𝜇෤۴,   𝜆۵ = ۳۰𝜇෤۲𝜇෤۳ − ۳𝜇෤۵. 
آوردن   دسـت آورد. بعد از به  دست  را به  𝑝۲ بالا مقدار ۹ ی ی درجه ن با حل معادلهویرس پی

 :ی زیر حاصل شد از رابطه ،𝑝۱مقدار متناظر با آن، یعنی  𝑝۲ مقدار

𝑝۱ = ۲𝜇෤۳۳ − ۲𝜇෤۳𝜆۴𝑝۲ − 𝜆۵𝑝۲۲ − ۸𝜇෤۳𝑝۲۳𝑝۲ ቆ۴𝜇෤۳۲ − 𝜆۴𝑝۲ + ۲𝑝۲
۳ቇ  

)2( 
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𝜇۲ :گرفت ) در نظر ۳ی ( های معادله را معادل ریشه 𝜇۲ و 𝜇۱ )۲ای ( با توجه به رابطهسپس  − 𝑝۱𝜇 + 𝑝۲ = ۰ 

۱و 𝛼 و همچنین − 𝛼  داد ) قرار ۴ی ( های معادله را معادل ریشه: 𝛼۲ − 𝛼 − ௣۲௣۱
۲ି۴௣۲

= ۰ 

𝜎۱ در انتها نیز،
𝜎۲ و ۲

 :آیند دست می های زیر به  از رابطه ۲

 (𝜇۱𝜎۱)۲ = 𝜇෤𝜇۱
− ۱
۳ ∙ 𝜇෤۳𝜇۱𝜇۲

− ۱
۳ (𝜇۱ + 𝜇۲) + 𝜇۲ 

 (𝜇۲𝜎۲)۲ = 𝜇෤𝜇۲
− ۱
۳ ∙ 𝜇෤۳𝜇۱𝜇۲

− ۱
۳ (𝜇۱ + 𝜇۲) + 𝜇۱. 

ن بـا رسـم ویرسـ آیـد. پی می  دسـت هـا بـه  ، دو مدل برای داده۹ ی ی درجه بعد از حل معادله
عنوان  هـا مناسـب اسـت. بـه نمودارهای دو مـدل، مشـاهده کـرد کـه هـر دو مـدل بـرای داده

دسـت آورد و نتیجـه  ی ششم دو مـدل را بـه  ی دو مدل، گشتاور مرتبه برای مقایسهمعیاری 
تـری دارد.  ی ششـم کـم بهتـر اسـت، زیـرا گشـتاور مرتبـه ۲نسبت به مدل  ۱گرفت که مدل 

ن برای براورد گشـتاوری پارامترهـای مـدل ویرس شود روشی که پی طور که مشاهده می همان
متغیره، نیاز به محاسـبات زیـادی دارد کـه در عمـل  چند های ، برای دادهاست در نظر گرفته

کاربرد چندانی نخواهـد داشـت. بـدین منظـور از روش ماکسـیمم درسـتنمایی بـرای بـراورد 
شـود. براوردگـر ماکسـیمم درسـتنمایی تحـت برقـراری شـرایط  پارامترهای مدل استفاده می

تـوان بـا  را می بـالاادلات نظم، کاراتر از براوردگر گشتاوری است. قابـل ذکـر اسـت کـه معـ
 حـل کـرد و (Mathematica) افزارهـای محاسـبات جبـری نظیـر متمتیکـا اسـتفاده از نرم

 .ن گرفتویرس ی مشابه پی نتیجه

  روش ماکسیمم درستنمایی -۲-۳
  روشی متداول در آمار برای براورد پارامتر، روش ماکسیمم درستنمایی است. در ایـن روش

  

)3( 

)4( 
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  ی گاوسـی را ماکسـیمم شوند که تابع درستنمایی مدل آمیخته راورد میای ب پارامترها به گونه
,𝑥۱ تصادفی ی کند. تابع درستنمایی برای مشاهدات یک نمونه … , 𝑥௡  با تابع چگـالی (یـا

;𝑓(𝑥௜)تابع جرم احتمال 𝜽)  با بردار پارامتر 𝜽 شود می صورت زیر تعریف  به:  𝐿(𝜽|𝑥۱, … , 𝑥௡) = ∏  ௡௜ୀ۱ 𝑓(𝑥௜; 𝜽)  
,ln𝐿(𝜽|𝑥۱ تــر مــوارد بــرای ســهولت کــار در بــیش … , 𝑥௡) کننــد. تــابع  را ماکســیمم می

صـورت  ) تحت تبـدیل لگـاریتمی بـه۱متغیره (مثال  ی گاوسی تک درستنمایی توزیع آمیخته
𝑙(𝜽)  :زیر است = ln𝐿 ቆ𝛼, 𝜇۱, 𝜇۲, 𝜎۱۲, 𝜎۲

۲ቤ𝑥۱, … , 𝑥௡ቇ                             
                             = ∑  ௡௜ୀ۱ ln ⎣⎢⎢⎢

⎡ ఈඨ۲గఙ۱
۲

exp ቐ− (௫೔ିఓ۱)۲
۲ఙ۱

۲ ቑ + (۱ିఈ)
ඨ۲గఙ۲

۲
exp ቐ− (௫೔ିఓ۲)۲

۲ఙ۲
۲ ቑ⎦⎥⎥⎥

⎤
 

𝜽  )، نســـبت بـــه۵ی ( دســـت آوردن براوردگـــر ماکســـیمم درســـتنمایی از معادلـــه بـــرای بـــه  = (𝛼, 𝜇۱, 𝜇۲, 𝜎۱
۲, 𝜎۲

معادلـه بـه دسـت  ۵مشتق گرفتـه برابـر بـا صـفر قـرار داده و  (۲
باشند و ماکسیمم کردن  آمده توابعی غیر خطی از پارامترها می دست  آوریم. معادلات به  می
همچنین برای بـراورد پارامترهـا، فـرم تحلیلـی  .باشد پذیر نمی ها به روش مستقیم امکان آن

  ].۳نیز همیشه رفتار خوبی ندارند [وجود ندارد. از این رو این براوردگرها 

 ی گاوسی به روش عددی براورد پارامترهای مدل آمیخته -۱-۲-۳
جا که برای دستیابی به براورد ماکسیمم درسـتنمایی محاسـبات زیـادی مـورد احتیـاج  از آن

 را بــراورد پارامترهــای مــدل هــای عــددی، مقــداری تقریبــی بــرای  تــوان از روش اســت، می
ی تـابع درسـتنمایی، بـه  با مینیمم کـردن قرینـه ،Rافزار  در نرم optim ستورمحاسبه کرد. د
تـوان بـرای بـراورد  کنـد. می پارامترهـای مـدل را بـراورد می Nelder-Meadروش عددی 

 استفاده کرد. پیوستپارامترهای مدل به روش عددی از دستور بخش 

)5( 
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س هســتند، از ایــن رو هــای عــددی نســبت بــه مقــدار اولیــه حســا کــه روش بــا توجــه بــه این
ــوان جواب نمی ــولی از آن ت ــرای رفــع ایــن حساســیت،  هــای قابــل قب هــا انتظــار داشــت. ب
های بعد بـه معرفـی  های عددی ارائه شده که در بخش های استوارتری نسبت به روش روش
 پردازیم. ها می آن

 EM  ی گاوسی با الگوریتم براورد پارامترهای مدل آمیخته -۲-۲-۳
ه دادنـد. ایـن الگـوریتم روشـی یـرا ارا EM الگـوریتم ۱۹۷۷کارانش در سـال دمپستر و هم
ی گمشـده وجــود  ی براوردگــر ماکسـیمم درســتنمایی اسـت، هنگـامی کــه داده بـرای محاسـبه

تـرین  ]. از مهم۲سـازی بـا شکسـت مواجـه شـوند [ ی بهینه هـای سـاده داشته باشد یـا روش
 .باشد پارامترهای مدل آمیخته متناهی مییافتن براورد  EM کاربردهای الگوریتم

ــه ــر مجموع ــلاوه ب ــن روش ع ــه گاوســی در ای ــدل آمیخت ــای م ــافتن پارامتره ــرای ی  ی ب
𝛼  با احتمال 𝑍௜ مشاهدات، از متغیر تصادفی برنولی = 𝑃(𝑍௜ = ۱) 

۱ − 𝛼 = 𝑃(𝑍𝑖 = ۰) 
تر بـا متنـاظر  شود. به عبارت سـاده متغیر پنهان یا برچسب گفته می 𝑍௜ شود. به استفاده می

توان نشان داد که این مشاهده بـه کـدام زیرجامعـه  ، می𝑥௜ی  کردن یک برچسب به مشاهده
 .تعلق دارد

ی مکرر برای براورد پارامترها  با در نظر گرفتن متغیرهای پنهان از چرخه EM الگوریتم
الگوریتم با در نظرگـرفتن مقـدار اولیـه بـرای پارامترهـای مـدل شـروع کند. این  استفاده می

ی تکـرار نامیـده  در گـام بعـد کـه مرحلـه .ی آغـازین گوینـد شود، که به این مرحله، مرحله می
شـود کـه الگـوریتم همگـرا  شود و چرخه تا جایی تکـرار می شود، این پارامترها به روز می می

شود. در  سازی تشکیل می ی امید ریاضی و ماکسیمم اسبهی تکرار از دو گام مح شود. مرحله
ی مستقیم لگـاریتم تـابع درسـتنمایی، امیـد ریاضـی آن بـر حسـب  گام اول به جای محاسبه
𝐙 بردار متغیرهای پنهان = (𝑍۱, … , 𝑍௡) گردد به صورت زیر محاسبه می:  𝐸௙(𝐙|௫۱,…,௫೙,𝜽(೟))[ln𝑓(𝑥۱, … , 𝑥௡, 𝐙|𝜽)]. 
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دسـت آمـده از  ها امید ریاضی بـه  شوند که بر اساس آن پارامترهایی انتخاب میدر گام بعد 
𝜽(௧ା۱) :ی قبل ماکسیمم مقدار شود یا به عبارتی مرحله = sup𝐸௙(𝐙|௫۱,…,௫೙,𝜽(೟))[ln𝑓(𝑥۱, … , 𝑥௡, 𝐙|𝜽)] 
تــابع جــا کــه مقــدار  باشــد. از آن امُ می𝑡در تکــرار  𝜽 بــراورد 𝜽(௧) جــا منظــور از در این

یابد، از این رو ایـن الگـوریتم، همگراسـت. بنـا بـر ایـن  درستنمایی در هر تکرار افزایش می
  کند. ها میل می آمده از این روش به مقدار ماکسیمم درستنمایی آن دست  براوردهای به 

𝜇۱ اگر
(௧), 𝜇۲

(௧), 𝜎۱
۲(௧), 𝜎۲

۲(௧), 𝛼(௧) ی  براوردهای به دست آمده از مرحله𝑡 ُالگـوریتم ام
𝑄 را بـا ۱باشـند، امیـد تـابع درسـتنمایی مثـال  = 𝑄(𝛼(௧), 𝜇۱

(௧), 𝜇۲
(௧), 𝜎۱

۲(௧), 𝜎۲
۲(௧)) 

  نوشت: صورت زیر توان آن را به دهیم، و می شان مین
  

𝑄 = 𝐸 ⎣⎢⎢
⎢⎡
⎩⎪⎨
⎪⎧ ఈ(೟)

ඨ۲గఙ۱
۲(೟) exp ቌ− (௫೔ିఓ۱

(೟))۲
۲ఙ۱

۲(೟) ቍ⎭⎪⎬
⎪⎫௓೔           

                 × ⎩⎪⎨
⎪⎧ ۱ିఈ(೟)

ඨ۲గఙ۲
۲(೟) exp ቌ− (௫೔ିఓ۲

(೟))۲
۲ఙ۲

۲(೟) ቍ⎭⎪⎬
⎪⎫۱ି௓೔

⎦⎥⎥⎥
⎥⎤
  

 = ∑  ௡௜ୀ۱ 𝐸 ൬𝑍௜ฬ𝑥௜, 𝜇۱
(௧), 𝜎۱

۲(௧)൰ ቌln𝛼(௧) − ۱
۲ ln ൬۲𝜋𝜎۱

۲(௧)൰ − (௫೔ିఓ۱
(೟))۲

۲ఙ۱
۲(೟) ቍ     
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+ ൤۱ − 𝐸 ൜𝑍௜|𝑥௜, 𝜇۲
(௧), 𝜎۲

۲(௧)ൠ൨ ⎣⎢⎢
⎡ln ቄ۱ − 𝛼(௧)ቅ − ۱

۲ ln ൜۲𝜋𝜎۲
۲(௧)ൠ −

ቊ௫೔ିఓ۲
(೟)ቋ۲

۲ఙ۲
۲(೟) ⎦⎥⎥

⎤  
𝐸 سپس ൜𝑍௜|𝑥௜, 𝜇۱

(௧), 𝜎۱
۲(௧)ൠ د:وش محاسبه می 

𝐸 ൜𝑍௜|𝑥௜, 𝜇۱
(௧), 𝜎۱

۲(௧)ൠ = 𝑓 ൬𝑍௜ = ۱|𝑥௜, 𝜇۱
(௧), 𝜎۱

۲(௧)൰                                
= 𝛼(௧)𝜙 ൬𝑥௜; 𝜇۱

(௧), 𝜎۱
۲(௧)൰𝛼(௧)𝜙 ൬𝑥௜; 𝜇۱

(௧), 𝜎۱
۲(௧)൰ + (۱ − 𝛼(௧))𝜙 ൬𝑥௜; 𝜇۲

(௧), 𝜎۲
۲(௧)൰ 

 :گیریم ) نسبت به پارامترها مشتق می۶ی ( و در نهایت از رابطه

∂𝑄∂𝛼(௧) = ∑  ௡௜ୀ۱ 𝐸 ൜𝑍௜|𝑥௜, 𝜇۱
(௧), 𝜎۱

۲(௧)ൠ − 𝑛𝛼(௧)𝛼(௧)(۱ − 𝛼(௧))  

∂𝑄∂𝜇۱
(௧) = ∑  ௡௜ୀ۱ 𝐸 ൜𝑍௜|𝑥௜, 𝜇۱

(௧), 𝜎۱
۲(௧)ൠ ൬𝑥௜ − 𝜇۱

(௧)൰
۲𝜎۱

۲(௧)  

  ∂𝑄∂𝜇۲
(௧) = ∑  ௡௜ୀ۱ ൤۱ − 𝐸 ൜𝑍௜|𝑥௜, 𝜇۲

(௧), 𝜎۲
۲(௧)ൠ൨ (𝑥௜ − 𝜇۲

(௧))
۲𝜎۲

۲(௧)  

)6( 
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∂𝑄∂𝜎۱
۲(௧) = ∑  ௡௜ୀ۱ 𝐸 ൜𝑍௜|𝑥௜, 𝜇۱

(௧), 𝜎۱
۲(௧)ൠ ൜(𝑥௜ − 𝜇۱

(௧))۲ − 𝜎۱
۲(௧)ൠ

۲𝜎۱
۴(௧)  

 ∂𝑄∂𝜎۲
۲(௧) = ∑  ௡௜ୀ۱ ൤۱ − 𝐸 ൜𝑍௜|𝑥௜, 𝜇۲

(௧), 𝜎۲
۲(௧)ൠ൨ ൜(𝑥௜ − 𝜇۲

(௧))۲ − 𝜎۲
۲(௧)ൠ

۲𝜎۲
۴(௧)  

توان نشان داد ماتریس مشتقات دوم پارامترها، معین منفی اسـت و در نتیجـه از برابـر  می
کرد. شوند، را محاسبه  روز می براورد پارامترها، که در هر مرحله به 𝑄 صفر قرار دادن مشتق

 :صورت زیر بیان کرد ، به۱را برای مثال  EM توان الگوریتم تر می ی ساده به گونه

 :ای مولفهی گاوسی دو برای مدل آمیخته EM الگوریتم
൬𝜇۱انتخاب مقادیر اولیه برای پارامترهـای مـدل گام اول:

(௧), 𝜇۲
(௧), 𝜎۱

۲(௧), 𝜎۲
۲(௧), 𝛼(௧)൰  

. به ازای 𝑡 = ۰  
امُ بـه 𝑖 ی  ایـن مرحلـه احتمـال متعلـق بـودن مشـاهدهدر  ی امید ریاضـی. محاسبه گام دوم:

   .شود می  ایم) محاسبه نامیده 𝛾௜(௧) ی اول (که آن را لفهؤم
  
 

𝑘) ی گاوسی  توزیع پیشین و توزیع پسین برای پارامترهای مدل آمیخته -۱جدول  = ۱, ۲)  

𝐷(𝛿۱ پارامترها توزیع پیشین توزیع شرطی کامل + 𝑛, 𝛿۲ + 𝑛) 𝐷(𝛿۱, 𝛿۲) 𝛼 

𝑁 ൮𝜏۲ ∑௡௜ୀ۱;௓೔ୀ௞ 𝑥௜ + 𝜇۰𝜎௞۲𝑛௞𝜏۲ + 𝜎௞۲ , ۱𝑛௞𝜏۲ + 𝜎௞۲൲ 𝑁(𝜇۰, 𝜏۲) 𝜇௞ 

𝐼𝐺 ൭𝜔۰ + ۱
۲𝑛௞, 𝛽۰ + ۱

۲෍௡௜ୀ۱;௓೔ୀ௞ (𝑥௜ − 𝜇௞)۲൱ 𝐼𝐺(𝜔۰, 𝛽۰) 𝜎௞۲ 
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𝛾௜(௧) = 𝛼(௧)𝜙ఏ۱(೟)(𝑥௜)𝛼(௧)𝜙ఏ۱(೟)(𝑥௜) + (۱ − 𝛼(௧))𝜙ఏ۲(೟)(𝑥௜) ,    𝑖 = ۱, … , 𝑛 

دوم  کـه از گـام 𝛾௜(௧) در ایـن مرحلـه پارامترهـای مـدل حسـب .سـازی ماکسیمم گام سـوم:
  د.شو دست آمده، محاسبه می به 

𝜇۱
(௧ା۱) = ∑  ௡௜ୀ۱ 𝛾௜(௧)𝑥௜∑  ௡௜ୀ۱ 𝛾௜(௧) ,        𝜇۲

(௧ା۱) = ∑  ௡௜ୀ۱ (۱ − 𝛾௜(௧))𝑥௜∑  ௡௜ୀ۱ (۱ − 𝛾௜(௧)) , 
𝜎۱
۲(௧ା۱) = ∑  ௡௜ୀ۱ 𝛾௜(௧)(𝑥௜ − 𝜇۱

(௧))۲∑  ௡௜ୀ۱ 𝛾௜(௧) ,   
𝜎۲
۲(௧ା۱) = ∑  ௡௜ୀ۱ (۱ − 𝛾௜(௧))(𝑥௜ − 𝜇۲

(௧))۲∑  ௡௜ୀ۱ (۱ − 𝛾௜(௧)) , 
𝛼(௧ା۱) = ෍  ௡

௜ୀ۱

𝛾௜(௧)𝑛 . 
  تا رسیدن به همگرایی در براورد پارامترهای مدل. ۳و  ۲تکرار گام  گام چهارم:

از کـدهای نوشـته شـده در بخـش  EM برای براورد پارامترهـای مـدل بـر اسـاس الگـوریتم
  .توان استفاده کرد میپیوست 

 ی گاوسی با روش بیزی براورد پارامترهای مدل آمیخته -۳-۲-۳
صورت یـک توزیـع  در آمار بیز، باید اطلاعات موجود در خصوص پارامترهای مجهول را به

هـا  ترین انتخاب شـود، بیـان کـرد. یکـی از سراسـت آماری، که به آن توزیع پیشین گفتـه می
هـا کـه اگـر توزیـع  ای از توزیع ]. یعنـی خـانواده۱برای توزیع پیشین، توزیع مـزدوج اسـت [

ی توزیـع پیشـین باشـد. توزیـع بـه  پارامتر به شرط مشاهدات را محاسبه کنیم، هـم خـانواده
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ی توزیع پسین و تابع زیـانی  آمده توزیع پسین نام دارد. اساس استنباط بیزی بر پایهدست 
شود. به عبارت دیگر براوردگر بیز با توجه به تـابع زیـان در نظـر  است که در نظر گرفته می

هـای دوم خطـا در  صـورت توان عنوان مثال اگر تـابع زیـان را به کند. به گرفته شده تغییر می
شـود. در بسـیاری از مسـائل  د، براوردگر بیز برابر میـانگین توزیـع پسـین مینظر گرفته شو

ی آن  صورت تحلیلی وجود ندارد. روش مرسوم برای محاسـبه هی این امید ریاضی ب محاسبه
شـهرت  (Monte Carlo) وکـارل سازی است، که بـه روش مونـت  با استفاده از روش شبیه

فی از توزیـع پسـین، میـانگین اعـداد تولیدشـده را دارد. در این روش با تولیـد اعـداد تصـاد
ی صحت و کـارا بـودن آن  گیرند، که پشتوانه عنوان براورد پارامتر توزیع پسین در نظر می به

رو، مـا نیـاز بـه بـراورد  ی پیش که در مسئله قانون ضعیف اعداد بزرگ است. با توجه به این
ای نیسـت، لـذا  ی از توزیـع تـوأم کـار سـادهزمان چند پارامتر داریم، و تولید اعداد تصادف هم

ه شـده اسـت. یهای توأم، ارا د تصادفی از توزیعهای گوناگونی برای تسهیل تولید اعدا روش
باشد که بر اسـاس  های مونت کارلوی زنجیر مارکوفی می گیر گیبز از جمله روش روش نمونه

این روش اولین بار در سال کند.  ها تولید می توزیع شرطی مشاهدات، زنجیر مارکوفی از آن
های پــردازش تصــویر بیــان شــد، امــا  ای توســط بــرادران گمــن بــرای مــدل در مقالــه ۱۹۸۴

کنیم، در  عنوان الگـوریتم گیبـز در مسـائل آمـاری از آن اسـتفاده مـی الگوریتمی که امروزه بـه
هـای گیر گیبز روشـی بـرای تولیـد متغیر نمونهه شد. یتوسط گلفند و اسمیت ارا ۱۹۹۰سال 

ها است. از سوی دیگر، از لحاظ نظـری صـحت و کـارا  تصادفی بر اساس توزیع شرطی آن
]. در ایـن ۱۲سازی آن نیز دشواری زیادی ندارد [ بودن این روش براورد اثبات شده و پیاده

شود که توزیع شرطی کامل  تک پارامترها به شرط بقیه متغیرها محاسبه می روش توزیع تک
هـای شـرطی کامـل، از  ن نشان داد، بـا تولیـد اعـداد تصـادفی از توزیعتوا مشهور است. می

 .ها بجای اعداد تصافی از توزیع توأم در براورد بیز بهره برد آن
شود، بنا بر این اولین گـام بـرای اجـرای  به پارامترهای توزیع پیشین ابرپارامتر گفته می
هـای متفـاوتی  باشد. هرچند که روش میالگوریتم گیبز تعیین مقادیر اولیه برای ابرپارامترها 

ثیری در أبرای رهایی از تعیین این مقادیر اولیه وجود دارد، این وابستگی به مقادیر اولیـه تـ
ترین روش  دهد. مرسـوم گیر گیبز ندارد ولی زمان همگرایی را تغییر می همگرایی روش نمونه

تری اسـت. در ایـن روش بـا در برای تعیین ابرپارامترها استفاده از روش بیز تجربـی پـارام
ای مشـاهدات  نظر گرفتن یک فرض اضافی روی مشاهدات، باعث استقلال توزیع حاشـیه

هـای  کنـد. هرچنـد از روش های آمار کلاسیک این ابرپارامترها را براورد می شده و به روش
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تر  سـاده توان استفاده کرد، روش بیز تجربی گیری بیزی نیز می مراتبی یا میانگین  بیز سلسله
حال کارایی مطلوبی دارد. در این مقاله ما بر اساس تجربه این مقـادیر را تعیـین   و در عین

ایم. اگر این مقـادیر را تغییـر دهیـد مشـاهده خواهیـد کـرد کـه تغییـر چنـدانی در نتـایج  کرده
 .دهد سازی رخ نمی شبیه

طور کـه  همـان]. ۵آورده شـده اسـت [ ۱توزیع پیشـین مـزدوج بـرای مثـال  ۱در جدول 
𝜹 بینیم مـی = (𝛿۱, 𝛿۲), 𝜔۰, 𝛽۰, 𝜈۰, 𝜏۲ هـای پیشـین در نظـر  ابرپارامترهـا بـرای توزیع

ی تکـرار  اند. بعد از تولید متغیرهای تصادفی بر اساس توزیع پیشین، وارد مرحله گرفته شده
بـر  امُ، احتمال متعلق بودن هر مشاهده بـه دو زیرجامعـه،𝑡شویم. در اولین گام از تکرار  می

𝑡)امُ ی  تر یعنی مرحله حسب پارامترهای قبل − گردد. سپس بر اساس این  محاسبه می(۱
تولیـد  ۱شـان از جـدول  دست آمده، پارامترهـا بـر اسـاس توزیـع شـرطی کامل اطلاعات به 

گیر گیبز را بـرای بـراورد  الگوریتم نمونه ۱های بیزی و جدول  گردند. حال به کمک روش می
 :تر بیان کرد صورت ساده توان به )، می۱ی گاوسی (مثال  یختهپارامترهای مدل آم

 :ای ی گاوسی دو مولفه گیر گیبز برای مدل آمیخته الگوریتم نمونه
ــــه ــــع  ی آغــــازین: مرحل ــــرای ابرپارامترهــــای توزی ــــه ب ــــادیر اولی ــــه مق ــــن مرحل در ای
,𝜹پیشین 𝜔۰, 𝛽۰, 𝜇۰, 𝜏۲  از توزیـع اسـاس ایـن ابرپارامترهـا  شوند، سپس بـر انتخاب می

جا مقدار اولیـه بـرای ابرپارامترهـای هـر دو  کنیم. توجه کنید که در این پیشین داده تولید می
 زیرجامعه یکسان در نظر گرفته شده است.

𝑡، 𝑡این مرحلـه بـرای هـر ی تکرار: مرحله = ۱, ۲, … , 𝑇 کـه 𝑇  تعـداد تکـرار الگـوریتم و
 :شود می شود، در دو گام انجام بسته به نظر کاربر تعریف می

𝑃 شود. ای با احتمال زیر تولید می از توزیع چند جمله 𝑍௜ ابتدا گام اول: ቆ𝑍௜ = ۱|𝜇۱(௧ି۱), 𝜎۱۲(௧ି۱), 𝛼(௧ି۱)ቇ =   ఈ(೟షభ)థഇ1
ቀ೟ష1ቁ(௫೔)

ఈ(೟షభ)థഇ1
ቀ೟ష1ቁ(௫೔)ା൜1ିఈ(೟ష1)ൠథഇ2

ቀ೟ష1ቁ(௫೔)  
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ــه ــه لازم اســت ک ــن نکت ــر ای ــا ذک ــن ج 𝜇۱ در ای
(௧ି۱), 𝜎۱

۲(௧ି۱), 𝛼(௧ି۱)  ــرار اول در تک
𝑡یعنـی = ی آغـازین  شـده از توزیـع پیشـین در مرحلـه همـان متغیرهـای تصـادفی تولیـد  ۱
 .باشند می

𝛼(௧)،𝜇۱گام دوم: 
(௧)،𝜇۲

(௧)، 𝜎۱
۲(௧) و 𝜎۲

۲(௧) ۱شان در جدول   بر اساس توزیع شرطی کامل 
  .شوند تولید می

را پیوسـت توان کدهای بخش  برای براورد پارامترهای مدل با استفاده از الگوریتم گیبز، می
 .در نظر گرفته شده است ۵۰۰ی داغیدن در این الگوریتم  به کار برد. نقطه

هـای مختلـف را بـا یکـدیگر  دسـت آمـده از روش گیری، نتـایج بـه  در انتها، در بخش نتیجه
های هر یک را بـرای کـاربران  ها و محدودیت دهیم و برتری میمقایسه و مورد ارزیابی قرار 

 کنیم. مشخص می

 گیری نتیجه -۴
سـازی شـده از مـدل  هـای شبیه مربوط بـه داده ۴و  ۳، ۲های  دست آمده در جدول نتایج به 
بینیم  طور که مـی باشد. همان می R افزار در نرم ۱۰۰۰ای به حجم  لفهؤی گاوسی دو م آمیخته

ی پارامترها، متوسط مقدار براوردشـده، انحـراف  ها، مقدار اولیه مقدار واقعی آن پارامترها،
اند.  های ایــن جــداول نشــان داده شــده ای در ســتون معیــار و میــانگین مربــع خطــای نمونــه

سازی،  های شبیه ی دقت روش عنوان معیاری برای مقایسه ای به میانگین مربع خطای نمونه
 :آید  دست می ی زیر به  فته شده است، که از رابطهدر آمار کلاسیک، در نظر گر

۱
۱۰۰۰ ∑  ۱۰۰۰௜ୀ۱ (𝜃෠௜ − 𝜃)۲  

باشـد. تعـداد تکـرار در هـر  مقادیر براوردشـده در هـر الگـوریتم می 𝜃෠௜ مقدار واقعی و 𝜃 که
در نظر گرفته شده و متوسط اختلاف مقدار واقعی و مقدار براوردشـده مبنـای  ۱۰۰۰روش 
از عـددی  EM و EM گونه کـه انتظـار داشـتیم روش گیبـز از همانهاست.  ی روش مقایسه

 EM از عـددی، و گیبـز از EM دهـد. امـا زمـان محاسـباتی روش پاسخ بهتری بـه مـا می
تـر اسـت. در حالـت کلـی بـراورد بیـز پاسـخ قابـل  هـا کـم تر، ولی شرایط همگرایـی آن بیش
 .ه داده استیری در مقایسه با دو روش دیگر ارات قبول
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ای آمیختـه کاربردهـایی از ه پایان نیز برای قابل لمس بـودن مـوارد اسـتفاده از مـدلدر 
 ه شده است.یآن، ارا

 کاربردها
های  های اخیر برای شناسایی گوینده (تشخیص صـدا)، در متـون مسـتقل، از مـدل در سال
چـه  فرضـی از آن  کنند. شناسایی گوینده، هنگامی که هیچ پـیش ی گاوسی استفاده می آمیخته

شناسـایی گوینـده بـا متـون مسـتقل گفتـه  آورد وجـود نـدارد، اصـطلاحاً گوینده به زبـان مـی
شـود کـه تـابع  ای در نظـر گرفتـه می ی گاوسی بـه گونـه شود. برای هر گوینده مدل آمیخته می

] نشان ۱۱ی [ در مقاله۱۹۹۵در سال روز مم مقدار شود. رینولد و اش ماکسی احتمال پسین
ی گاوسی برای شناسایی گوینده در متون مسـتقل، مـدلی اسـتوار مـی  یختهدادند که مدل آم

 .باشد
ی افـراد نیـز  ی گاوسـی بـرای شناسـایی چهـره علاوه بر تشخیص گوینده، از مدل آمیخته

ی افــراد و بازیــابی آن، ســایه  تــرین مشــکل در تشــخیص چهــره ]. مهم۱۰شــود [ اســتفاده می
همرنگ است. تشخیص چهـره در مسـائل امنیتـی، های  زمینه ها، تغییرات نور و پس روشن

ــراد و فهرســت ــرات در اف ــرای  تشــخیص تغیی ــاربرد دارد. ب ــدئویی، ک گذاری در تصــاویر وی
 .ی گاوسی استفاده کرد توان از مدل آمیخته ی (پوست) افراد نیز، می بندی رنگ چهره مدل

در نظر گرفتـه  بندی مبتنی بر مدل، که برای مشاهدات، مدلی احتمالاتی در روش خوشه
شـود. بـدین صـورت کـه در ایـن روش، هـر  ی گاوسـی اسـتفاده می شود، از مدل آمیختـه می

هـا  گاه مدلی که بـرای کـل داده شود. آن یک توزیع پارامتری نشان داده می ی خوشه به وسیله
باشــد. بــا اســتفاده از مــدل  هــا، می ی متنــاهی از ایــن توزیع شــود ترکیــب آمیختــه ه مییــارا

 .آوریم دست می ها به  ی خوشه تری درباره ی گاوسی، اطلاعات کامل آمیخته
ها، در یـافتن  ی گاوسی برای انواع مختلفی از توزیع پذیری مدل آمیخته دلیل انعطاف به

شــود. در  ی گاوســی اســتفاده می الگوهــایی بــرای امــور مــالی تجربــی نیــز، از مــدل آمیختــه
های مالی نقـش مهمـی  نرخ سود (بازده) در داراییسازی مالی و کاربردهای آن، توزیع  مدل

جا کـه  ها، توزیع گاوسی دارد و از آن ترین فرض این است که نرخ سود دارایی دارد. متداول
ی گاوسـی متنـاهی تقریـب زده  توانند بـه خـوبی بـا یـک مـدل آمیختـه ها نیز می دیگر توزیع

 .ته استشوند، این مدل در امور مالی مورد توجه بسیار قرار گرف
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شناسی، پزشکی و مهندسی نیز کـاربرد  ی گاوسی در نجوم، زیست همچنین مدل آمیخته
  ] مراجعه کرد.۱۳] و [۷]، [۶]، [۴توان به [ تر می بسیاری دارد که برای جزییات بیش

  
  براوردماکسیمم درستنمایی با روش عددی -۲جدول 

میانگین مربع خطای 
 پارامترها مقدار واقعی مقدار اولیه براوردشدهمقدار  انحراف معیار ای نمونه

۰٫۱۴۷۷۶۹۸ ۰٫۲۴۵۸۲۱۲ ۰٫۵۷۳۳۱۸۹ ۰٫۵ ۰٫۷ 𝛼۱ 
۰٫۱۴۷۷۶۹۸ ۰٫۲۴۵۸۲۱۲ ۰٫۴۲۶۶۸۱۱ ۰٫۵ ۰٫۳ 𝛼۲ 

           
۰٫۱۰۱۸۳۳۴ ۰٫۳۳۵۹۰۱۴ ۲٫۹۳۰۶۹ ۴ ۳ 𝜇۱ 
۰٫۹۱۵۳۴۲۲ ۰٫۹۰۸۲۸۲۵ ۱٫۵۱۵۷۶۸ ۱٫۶ ۱ 𝜇۲ 

           
۰٫۱۶۱۴۳۹۶۸ ۰٫۲۲۶۰۸۹۵ ۰٫۸۷۵۷۶۲۹ ۰٫۳ ۱ 𝜎۱ 
۰٫۸۷۷۷۲۲۶۸ ۰٫۳۵۳۷۲۸۷ ۱٫۲۵۵۱۶۸۸ ۰٫۸ ۱٫۲ 𝜎۲ 

  
  

  EM براورد ماکسیمم درستنمایی بر اساس الگوریتم -۳جدول 

میانگین مربع خطای 
مقدار  مقدار براوردشده  انحراف معیار ای نمونه

 اولیه
مقدار 
 پارامترها صحیح

۰٫۰۷۰۴۳۳۳۵ ۰٫۱۹۴۳۷۷ ۰٫۵۲۶۳۹۶ ۰٫۵ ۰٫۷ 𝛼۱ 
۰٫۰۷۰۴۳۳۳۵  ۰٫۱۹۴۳۷۷ ۰٫۴۷۳۶۰۴ ۰٫۵ ۰٫۳ 𝛼۲ 

           
۰٫۰۶۵۳۵۰۰۳ ۰٫۲۴۳۸۲۳۱ ۳٫۱۰۸۸۳۶ ۴ ۳ 𝜇۱ 
۰٫۷۷۰۷۰۷۵۵ ۰٫۳۱۹۹۵۳۱ ۱٫۸۲۳۷۵۶ ۱٫۶ ۱ 𝜇۲ 

           
۰٫۱۲۸۴۹۵۱ ۰٫۳۳۴۴۰۵۷ ۰٫۷۲۶۲۶۳۲ ۰٫۳ ۱ 𝜎۱ 
۰٫۷۳۱۸۶۴۶ ۰٫۲۱۳۹۵۶۳ ۱٫۹۸۶۶۵۲۱ ۰٫۸ ۱٫۲ 𝜎۲ 

  

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

os
s.

sr
tc

.a
c.

ir
 o

n 
20

26
-0

1-
31

 ]
 

                            16 / 21

http://ijoss.srtc.ac.ir/article-1-30-en.html


 161 ي                                           گاوس ي چهار روش براورد پارامترهاي يك مدل آميخته

   .....................  165 - 145، صص 1392پاييز و زمستان ، 2  ي ، شماره24ل اس، هاي آمار رسمي ايران ي بررسي مجله   .....................  

  براورد بیز بر اساس الگوریتم گیبز -۴جدول 

 پارامترها مقدار صحیح مقدار براوردشده انحراف معیار ای میانگین مربع خطای نمونه
۰٫۰۴۲۳۴۱۱۵ ۰٫۱۱۶۴۴۱۷ ۰٫۶۳۷۲۹۱۵ ۰٫۷ 𝛼۱ 
۰٫۰۴۲۳۴۱۱۵ ۰٫۱۱۶۴۴۱۷ ۰٫۳۶۲۷۰۸۵ ۰٫۳ 𝛼۲ 

         
۰/۰۴۵۰۳۸۲ ۰٫۱۴۶۳۴۳۴ ۲٫۹۴۸۳۰۵ ۳ 𝜇۱ 
۰/۳۴۶۹۳۰۳ ۰٫۲۱۶۹۶۳۴ ۱٫۲۷۹۸۰۰ ۱ 𝜇۲ 

         
۰/۰۴۳۲۵۲۸۸ ۰٫۱۰۹۲۲۳۱ ۱٫۰۸۴۸۲۸ ۱ 𝜎۱ 
۰/۶۸۲۷۹۸۳۱ ۰٫۲۹۵۵۳۸۳ ۱٫۳۷۷۲۹۶ ۱٫۲ 𝜎۲ 

 قدردانی
های داوران محتـرم کـه باعـث  دانند از پیشنهادات، نظرات و تصـحیح نویسندگان بر خود واجب می

خاطر خوانـدن مـتن  بهبود مقاله شده است، تشـکر کننـد. همچنـین از آقـای حسـین هشـیارمنش بـه
 شود. های تایپی نویسندگان تشکر می اشتباهنهایی و تصحیح برخی 
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 پیوست

 کد تولید اعداد تصادفی مدل آمیخته گاوسی
#Generating random sample from Gaussian mixture of 2 
components 
#n: sample size 
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#alpha1: mixing proportion of the first component  
#mean1: mean of the first component 
#mean2: mean of the second component 
#sigma1: sd of the first component 
#sigma2: sd of the second component 
n=1000 
alpha=0.7 
mean1=3 
mean2=1 
sigma1=1 
sigma2=1.2 
z=rbinom(n,1,alpha) 
x=rnorm(n, 
ifelse(z==1,mean1,mean2),ifelse(z==1,sigma1,sigma2)) 

 کد براورد پارامترهای مدل آمیخته گاوسی با روش عددی
#At first, it is defined the likelihood function for 
maximizing 
#par: parameters of Gaussian mixture of 2 components 
#par=c(mean1,mean2,sigma1,sigma2,alpha) 
#x: univariate Gaussian mixture of 2 components 
Likelihood=function(par,x){ 
f=par[5]*dnorm((x-par[1])/par[3])/par[3]+ 
(1-par[5])*dnorm((x-par[2])/par[4])/par[4] 
if(any (f<=0)) Inf 
else -sum(log(f))} 
#initial values 
intpar=c(4,1.6,0.3,0.8,0.5) 
optim(intpar,Likelihood,x=x)$par 

 EM  کد براورد پارامترهای مدل آمیخته گاوسی با روش الگوریتم
#EM Algorithm: 
Em=function(par){ 
#stage 1: (E-step) 
gamma1=NULL 
gamma1=par[5]*dnorm(x,par[1],sqrt(par[3]))/((1-par[5])* 
dnorm(x,par[2],sqrt(par[4]))+par[5]*dnorm(x,par[1],sqrt( 
par[3]))) 
#stage 2: (M-step) 
par[5] = (mean(gamma1)) 
par[1] = sum(gamma1*x)/sum(gamma1) 
par[2] = sum((1-gamma1)*x)/sum(1-gamma1) 
par[3] = sum(gamma1*((x-par[1])^2))/sum(gamma1) 
par[4] = sum((1-gamma1)*((x-par[2])^2))/sum(1-gamma1) 
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c(par[1],par[2],par[3],par[4],par[5])} 
# Initial values for EM algorithm: 
par0 = c(4,1.6,0.3,0.8,0.5) 
# Running the EM algorithm 
dis = 1 
iter = 1 
while (dis > 0.01 || iter <= 200){ 
iter = iter+1 
param = Em(par0) 
dis = max(abs(par0-param)) 
par0 = param 
} 
par0 

 کد براورد پارامترهای مدل آمیخته گاوسی با روش الگوریتم گیبز
#iteration: number of iterations of the algorithm. 
##define initial values for parameters## 
#Packages “rgenoud” and “multinomRob” should be installed. 
library(rgenoud) 
library(multinomRob) 
k=2 
iteration=1000 
mix.new=mu.new= var.new=matrix(0,iteration,k) 
z.new=matrix(0,length(x),k) 
mix=mu=var=NULL 
##define hyperparameter for prior distibution### 
delta=mu.0= omega.0= betta.0=rep(1,k) 
tau2=rep(9,k) 
##generate random sample from the prior distributions## 
for(i in 1:k){ 
mix[i]<-rgamma(n=1,shape=delta[i],rate=1) 
mu[i]=rnorm(1,mu.0[i],sqrt(tau2[i])) 
var[i]=1/rgamma(1,omega.0[i],betta.0[i]) 
} 
mix=mix/sum(mix) 
numer=matrix(0,nrow=length(x),ncol=k) 
## Iteration step##### 
for(it in 1:iteration) 
{ 
## find the latent variable z##### 
for(i in 1:k) { 
numer[,i]=(mix[i]*dnorm(x,mean=mu[i],sd=sqrt(var[i]))) 
} 
prob=numer/matrix(rep(rowSums(numer),k),ncol=k,byrow=F) 
z=matrix(0,length(x),k) 
for(j in 1:length(x)){ 
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z[j,]=t(rmultinomial(1,prob[j,])) 
} 
n.mix=apply(z,2,sum) 
## generate parameters from Posterior distribution #### 
for(i in 1:k) { 
mix[i]=rgamma(1,shape=delta[i]+n.mix[i],rate=1) 
mu[i]=rnorm(1,(tau2[i]*sum(x[z[,i]==1])+mu.0[i]*var[i])/ 
(n.mix[i]*tau2[i]+var[i]),sqrt((var[i]*tau2[i])/ 
(n.mix[i]*tau2[i]+var[i]))) 
var[i]=1/rgamma(1,shape=omega.0[i]+.5*n.mix[i],rate= 
betta.0[i] + .5*sum(z[,i]*(x-mu[i])^2)) 
} 
mix=mix/sum(mix) 
##Save### 
z.new=z.new+z 
mix.new[it,]=mix 
mu.new[it,]=mu 
var.new[it,]=var 
} 
##END OF ITERATION STAGE### 
##Compute mean between estimated parameter ##### 
apply(mix.new[(iteration/2):(iteration-10),],2,mean) 
apply(mu.new[(iteration/2):(iteration-10),],2,mean) 
apply(var.new[(iteration/2):(iteration-10),],2,mean) 
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