
 های آمار رسمی ایران ی بررسی مجله                                                         

 ۵۹- ۳۲ ، صص۱۰۱۱بهار و تابستان ، ۱  ی ، شماره۲۳سال  

 دار مکاتبات‌* نویسنده عهده
 .۰۰۱۱٫۶٫۱۱ ، پذیرش:۰۰۱۱٫۰۰٫۳ دریافت:

جنگل‌و‌‌یسهام‌با‌استفاده‌از‌شبکه‌عصب‌یمتق‌ینیب‌یشپ
‌(موردی:‌سهام‌بانک‌ملت‌ی‌مطالعه)تصادفی‌

‌،‌حبیب‌جعفری‌و‌آزاد‌خانزادی*مریم‌محمدی

 زاریدانشگاه 

های غیرخطی است. در پژوهش  بینی مدل یکی از مسائل مهم در علم آمار پیش .چکیده
بینی  حاضر با استفاده از مدل شبکه عصبی پرسپترون و مدل جنگل تصادفی به پیش

پرداخته شده است. از  00تا پایان  0۱های  قیمت سهام بانک ملت طی ده سال بین سال
ه است. هر دو در حوزه یادگیری عنوان معیار سنجش استفاده شد به MAPEمعیار 

، RSI ،OBV ،MACD های تکنیکال مانند شود. از شاخص بانظارت توضیح داده می
%RW  ... به عنوان متغیرهای مستقل استفاده شده است. یافته های تجربی مربوط به و

بینی قیمت  دهند که هر دو مدل به تنهایی قادر به پیش بررسی ده ساله به خوبی نشان می
باشند اما مدل شبکه عصبی عملکرد بهتری نسبت به جنگل تصادفی داشته است  ام میسه

 باشد. بینی می پس دارای قدرت بهتری در پیش

 .ملت  بانک ،بینی قیمت سهام‌پیش ،جنگل تصادفی ،شبکه عصبی: کلیدی‌گان‌واژه

‌مقدمه‌-1
های شددید، ‌با دادهمشخصه بازار مالی این است که یک سیستم پویا، پیچیده و غیر خطی، 

. ] ۰۱[نویز، غیدر اابدت، ماهیدت بددون سداختار و بدا درجده بدادیی از عددم قطعیدت اسدت
برانگیز و مورد توجه محققدین بدوده اسدت، زیدرا بدازار ‌بینی بازار سهام یک کار چالش‌پیش

بیندی قیمدت سدهام و اورا  ‌. در اکثدر اوقدات پیش[۱]سهام در رفتار خود پر نوسدان اسدت
سدازی آن ‌گذاران بده دنبدال بهینه‌دانان و سدرمایه‌ای اسدت کده همیشده اقتصداد‌سدالهبهادار م
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ی آن ‌اند، تا در بهترین زمان و مکان مناسب سرمایه خدود را افدزایش دهندد. کده دزمده‌بوده
کثدر افدراد از  داشتن اطلاعات صحیح و اصدولی از بدازار بدور  و تغییدرات سدهام اسدت. ا

کنندد. بندابراین، ‌ریزی بدرای زنددگی آیندده اسدتفاده می‌برنامده گیری و‌بینی برای تصمیم‌پیش
بیندی ‌گذار نیازمند ابزارهای قدرتمند و قابدل اعتمداد اسدت تدا از طریدب آن بده پیش‌سرمایه

هددای یددادگیری ‌هددای رگرسددیونی از روش‌گددران در داده‌پژوهش[. ۰۳] قیمددت سددهام بپددردازد
برندد. ‌ئل غیرخطدی را حدل کنندد بهدره میهای آماری که بتواند مسدا‌علاوه بر روش ۰ماشین

باشد. یادگیری ماشین ‌می ۱های هوش مصنوعی‌یادگیری ماشین یکی از پرکاربردترین شاخه
باشدد. هدر دو مددل ‌می ۶و تقویتی ۵، نیمه نظارتی۰، بدون نظارت۳شامل یادگیری بانظارت

 باشند. ‌پژوهش در حوزه یادگیری بانظارت می
دهدد کده ‌و جنگل تصادفی نشدان می ۷مبتنی بر شبکه عصبی بینی قیمت سهام وبملت‌پیش
 ها را با وجود نوسانات در بازارها دارند.‌بینی قیمت‌های عصبی قدرت پیش‌شبکه
هدای ندویز ، همدواره یکددی از ‌بیندی قیمدت شداخص سدهام بده دلیدل نوسدانات و ویژگی‌پیش
های مرتبط بدا ‌ر مقیا برانگیزترین کارها برای افرادی است که در حوزه مالی و سای‌چالش

تدوان دقدت ‌یک سوال باز در جامعده مددرن ایدن اسدت کده چگونده می [.۳] کنند‌آن کار می
تدوان بده ‌های زمدانی را می‌بینی قیمت شاخص سهام را بهبدود بخشدید. تعریدر سدری‌پیش

هدای مشداهده شدده از رفتدار یدا فعالیدت ‌عنوان یک دنباله زمانی خلاصه کرد که شامل داده
ها مانند آمار، علدوم اجتمداعی، مدالی، مهندسدی و اقتصداد ‌اختیاری در برخی زمینه ای‌دوره

هستند. قیمت شاخص سهام نوعی سری زمانی مدالی اسدت کده دارای نسدبت سدیگنال بده 
 است. [۵] و توزیع سنگین [۰۱] نویز پایین

. کندد‌بیندی روندد قیمدت شداخص را بسدیار دشدوار می‌هدای پیچیدده، پیش‌این نوع ویژگی  
سازی مقدادیر آیندده بدا توجده ‌هایی برای شبیه‌های زمانی ساخت مدل‌بینی سری‌هدف پیش

هدای یدادگیری عمیدب ‌بنابراین، افراد بدا اسدتفاده از روش [.۷] ها است‌به مقادیر گذشته آن
شدروع بده تجزیده و تحلیدل روابدط غیرخطدی  (ANNهای عصدبی مصدنوعی ‌مانندد شدبکه

 . [0] کنند‌می
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الگوریتم توسط داده  وسپس کرده دریافت را داده مجموعه ابتدا سیستم ماشین، در یادگیری
برخددی  مطالعدده بدده پددژوهش، ایددن بینددد. در‌شددود و در نهایددت آمددوزش می‌مشددخص می

شود. در این نوع الگوریتم دو نوع از متغیرهای ‌بانظارت پرداخته می یادگیری های‌الگوریتم
یک یدا                 ی مستقل یا ورودی هامستقل و وابسته وجود دارد که متغیرها

را بده کمدک  Yچند متغیر هستند و بر اسا  مقادیر آنها بایدد متغیدر وابسدته یدا خروجدی 
بینی کنیم. در این پژوهش به معرفدی دو الگدوریتم شدبکه عصدبی و جنگدل ‌ها پیش‌الگوریتم

 باشند. ‌یادگیری با نظارت می های‌پردازیم که هر دو از پرکاربردترین الگوریتم‌تصادفی می

‌۸های‌عصبی‌پرسپترون‌چند‌لایه‌شبکه‌-2

پرسپترون چنددیه نوعی شبکه عصبی مصنوعی اسدت کده از تعدداد محددودی دیده پیوسدته 
حداقل دارای سه دیه شامل دیه ورودی، دیه پنهان، و دیده  MLPتشکیل شده است. یک 

وجدود دارد کده  MLPن بیشدتری در سداختار های پنهدا‌خروجی در بسدیاری از مدوارد، دیده
های تقریبی برای بسیاری از مسائل پیچیده مانند تقریب برازش برخدورد ‌حل‌تواند با راه‌می
دار در نظددر گرفددت کدده ‌را مددی تددوان بدده عنددوان یددک گددراف جهددت MLP. یددک [۷] کنددد

کند که از ‌ای از بردارهای خروجی نگاشت می‌ای از بردارهای ورودی را به مجموعه‌مجموعه
ها ‌چندین دیه گره متصل به دیه بعدی تشکیل شدده اسدت. ایدن اتصدادت عمومداا سدیناپس

 . [۰۱] شوند‌نامیده می
 

 
 رونساختار ریاضی ن -1شکل‌
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 و خروجدی بدا  fبدا  0، تدابع فعدال سدازی ، تدابع مجمدوع بدا wها بدا ‌، وزن xورودی با

y.نشان داده شده است 
 کند:‌ها را با رابطه زیر محاسبه می‌دار ورودی‌تابع مجموع، جمع وزن

    (                   )     
 
       

 .[۷] سازی غیرخطی است‌نورون با تابع فعالهای ورودی، هر گره یک ‌علاوه بر گره
 یدارا هکد شدود‌یم ل بیدانیتبدد تدابع از اسدتفاده با خروجی و شدن فعال رابطه بین سطح

یکی از پرکداربردترین  .باشد‌می ...و دیگموئیس ،یکپربولیتانژانت ه جمله از یمختلف انواع
 ک است:یبینی، تابع لجست توابع در پیش

 ( )  
 

     
 

 

 
 نمودار سیگویید -2شکل

 
متغیدر اسدت. مقدادیر ورودی در ایدن تدابع انتقدال در  ۰و  ۱ه بدازک در یمقدار تابع لجسدت

 است. ∞ تا ∞  محدوده  

‌های‌پیشخور‌شبکه‌-2-1

 یهدا‌شدود و بده نرون‌یر پاسخ همیشه رو به جلو پدردازش می، مس۰۱خور‌شیپ یها‌در شبکه
کطرفده یر یها اجازه دارند از مسد‌گنالیها س‌ن نوع شبکهیاگردد. در ‌یقبل باز نم یها‌۰۰هید

 ۰)  

 ۱)  
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کطرفده یبده صدورت  یعصدب یهدا‌امیز، پیدورودی تا خروجی عبدور کنندد. در بددن انسدان ن
کسدون. سدادهیدکنند: از دنر‌یحرکت م ها، ‌ن شدبکهیدن ایتر‌ت بده بدنده سدلول و سدپس بده آ
 هستند. ۰۱پرسپترون یها‌شبکه

 
 شمایی از شبکه پیشخور -‌۳شکل

 
های میدانی بده عندوان دیده پنهدان، ‌هید، دیه ورودیها دیه اول به عنوان د‌در این نوع شبکه

 شوند.‌یده مینام یدیه آخر نیز به عنوان دیه خروج

‌الگوریتم‌پس‌انتشار‌خطا‌-2-2

 MLPیک روش یادگیری نظارت شده به ندام الگدوریتم پدس انتشدار اغلدب بدرای آمدوزش 
کند کده پرسدپترون ‌تعمیم پرسپترون است که بر این ضعر غلبه می MLPشود. ‌استفاده می

کاملاً بده هدم متصدل  MLP های‌های خطی جدانشدنی را تشخیص دهد. دیه‌تواند داده‌نمی
های دیه قبلی مرتبط اسدت و ایدن ‌هستند، به این معنی که هر نورون هر دیه با تمام نورون

 .[۷] ها است‌مع و جمع وزندهنده ج‌اتصال نشان
باشددد. اصددل ‌هددا و اریبددی می‌شددبکه عصددبی بدده دنبددال یددادگیری از طریددب تغییددرات در وزن

شود و ‌ها چندین بار به شبکه وارد می‌یادگیری در شبکه عصبی نیز بر پایه تکرار است. داده
ار دو مرحلده تواند بهترین مدل را تخمین بزند. در هر تکر‌شبکه با کم و زیاد کردن اوزان می
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وجود دارد. در مرحله اول حرکت رو به جلو است، بردار ورودی به شبکه پرسپترون چنددیه 
 یابد.‌های خروجی انتشار می‌های میانی تأایرات آن به دیه‌شود و از طریب دیه‌وارد می

بردار خروجی تشدکیل یافتده در دیده خروجدی، پاسدخ واقعدی شدبکه پرسدپترون چنددیده را 
شدود. ‌دهد. در این مسیر پارامترهای شبکه اابت و بدون تغییر در نظرگرفتده می‌میتشکیل 

مسیر دوم موسوم به مسیر برگشت است. در این مسدیر بدرخلاف مسدیر رفدت پارامترهدای 
 گردد.‌شبکه پرسپترون چنددیه تغییر و تنظیم می

  ( )    ( )    ̂( ) 

 ام برابر با jاگر اار خطا برای نرون 

  
  
تعریر کنیم، انرژی خطای کل برای تمدام     ( ) 

 های دیه خروجی( عبارت است از:‌نرون

 ( )  
 

 
   

 ( ) 
       

 های خروجی است.‌تعداد سلول cکه 
کندد. ‌اعمدال می ( )  را بده وزن  ( )   هدا ‌الگوریتم پس انتشار خطا، تصحیح وزن

 باشد، یعنی:‌متناسب می ( )  نسبت به  n) )Eاین تصحیح وزن با مشتب جزئی 
  ( )

   
   

 کند. ‌ها تعیین می‌مشتب جزئی وزن مناسب را در فضای وزن
 خطدا و یسدع فعال سدازی تابع ه و نوعید هر در گره تعداد و پنهان یها هید ن تعدادییتع
و  Wسدازی بدرای بده روز رسدانی وزن ‌و الگدوریتم بهینه BPباشد. در نهایت، الگوریتم  یم

 .[۷] شود‌برای به دست آوردن نتایج مورد انتظار استفاده می  Bاریبی 

‌جنگل‌تصادفی‌-۳

 ۰۰های گروهی و در حوزه بانظارت اسدت کده توسدط بدریمن‌جز الگوریتم ۰۳جنگل تصادفی
هدای ‌قدع عملکدرد الگوریتمدهد که در بعضی موا‌معرفی شده است. مطالعات نشان می [۰]

 ۳)  
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 شدامل تصدادفی . جنگدل[1]بهتدر از اسدتفاده از یدک الگدوریتم اسدت ۰۵یدادگیری گروهدی
مسدتقل و  یهدا‌از درخت یاسدت کده مجموعده بزرگد نشده هر  های‌‌درخت از ای‌مجموعه

 رد. فدر یدگ‌ین میانگیدها م‌آن یسازد و سپس از خروج‌یگر را میدیکبه  یبدون وابستگ
ی ‌مجموعده داده  Gباشد.‌متغیر پیشگو می pو  مشاهده nشامل  داده یک مجموعه Sکنید 

 ( است. به صورت زیر:m<nمشاهده که  mآموزشی با 
گیری خددودگردان یددک مجموعدده  بدده روش بدداز نموندده Gی آموزشددی  از مجموعدده داده -۰

 شود. ی آموزشی تولید می داده
گیری خدودگردان انجدام  از نموندهی آموزشی تولید شده که بده روش بد از مجموعه داده -۱

گیری تصددادفی بدددون  باشددد بدده روش نموندده ویژگددی کدده متغیددر پیشددگو می qشددد، 
 گردد.  انتخاب می(q<p)  ویژگی p جایگذاری از

ویژگدی کده متغیدر  qی آموزشی تولیدد شدده بدا  درخت تصمیم روی این مجموعه داده -۳
 شود. سازی می باشد، پیاده پیشگو می

 گردد. بار تکرار می Bاین مراحل یک تا سه 
هدا و ‌بین‌ی بدین پیش‌تدوان رابطده‌شود چون نمی‌سیاه نامیده می ۰۶این الگوریتم روش جعبه

گانه برای هر درخت از درختان جنگل تصادفی آزمون کرد.‌خروجی  ها را به طور جدا
آمدوزش  داده ن مجموعدهچندی تولید برای خودگردان گیری‌بازنمونه روش در این الگوریتم از 

 گردد.‌استفاده می متفاوت

‌گیری‌خودگردان‌روش‌باز‌نمونه‌-۳-1

گیری خود گردان را معرفی کدرد. ‌روش باز نمونه ۰09۱و  ۰0۷0های ‌در سال [۶] ۰۷افرون
باشددد. از  Fای تصدادفی و دارای توزیددع ندامعلوم ‌نموندده   c1 , c 2 , … , cnفدر  کنیدد 

ترین برآوردگرهای تابع توزیع تجمعی نامعلوم جامعه که براسا  نمونده تصدادفی در ‌متداول
 شود:‌شود، تابع توزیع تجربی است که به صورت زیر تعریر می‌نظر گرفته می

  ̂( )       (    )  
      ۰)  
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. که با توجده I(A)=0اتفا  نیفتد  Aو اگر پیشامد  I(A)=1اتفا  بیافتد،  Aاگر پیشامد 
در نظر بگیریدد.  T=T(c)باشد. حال آماره ‌نامعلوم می T، توزیع  Fبه مجهول بودن توزیع 
هایی ‌بدا اسدتخران نمونده            ی اولیه ‌جایگذاری از نمونه‌با استفاده از روش با

را مورد های توزیع ‌را داشته باشیم که بر اسا  آن ویژگی Tای از ‌توان نمونه‌، میnبه حجم 
*Cبددار نموندده  Bدهیم. زمددانی کدده ‌بررسددی قددرار مددی

(i) ،              ی ‌از نموندده اولیدده
*T(Cاستخران شود، در آن صورت نمونه 

(1))  ، . . . ،T(C*
(B))  از توزیعT  .داریم 

در الگوریتم جنگل برخی از داده های آموزشی یعندی مشداهداتی کده داریدم در مجموعده داده 
، OOB۰9تولید شده به روش باز نمونه گیری خدودگردان انتخداب نمدی گردندکده داده هدای 

 خارن از کیسه می نامند.
 

 
 Guo et al.,2011 تصادفی گیری خودگردان در الگوریتم جنگل ساختار کلی از نمونه -‌۴شکل
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‌‌ها‌و‌نتایج‌تحلیل‌داده‌-۴

‌معیار‌درصد‌میانگین‌قدر‌مطلق‌خطا‌-۴-1

بیندی وجدود دارد. در ‌های تخمدین و پیش‌های عملکرد مختلفی برای ارزیدابی مددل‌شاخص
این پژوهش از درصد میدانگین قددر مطلدب خطدا در هدر دو الگدوریتم اسدتفاده شدده اسدت. 

بیندی ‌معیاری برای بدست آوردن بهترین مددل پیش ۰0خطامعیار درصد میانگین قدرمطلب 
بددون  یایدن معیدار از پرکداربردترین معیارهدا باشدد.‌است که مورد تایید آمارداندان نیدز می
بیندی انتخداب شدده ‌ارزیدابی پیش یاز محققدین بدرا یواحد است که به وسیله تعدداد زیداد

شود. بده صدورت زیدر ‌انتخاب میرا داشته باشد،  MAPEترین ‌است. بنابراین مدلی که کم
 گردد:‌محاسبه می

     
 

 
 |

      ̂ 

  
|         

     

مقددادیر   ̂ مقددادیر مشدداهداتی و    هددای مشدداهداتی و ‌تعددداد کددل داده nدر ایددن رابطدده 
 بینی شده است.‌پیش

‌مدل‌شبکه‌عصبی‌-۴-2

مشاهده است. متغیر وابسدته برابدر بدا  ۰0۳۶مجموعه داده برای مدل شبکه عصبی شامل 
 endprizeمقدار قیمت پایانی قیمت پایانی سهم باندک ملدت( کده در محاسدبات بدا نمداد 

 نشان داده شده است و متغیرهای مستقل عبارتند از:
 date)تاریخ زمان : 
  vollum به سهام بانک ملت در یک روز(: حجم تعداد سهام مبادله شده مربوط 
 prize)ارزش ارزش معاملات بانک ملت در یک روز : 
 yprize)قیمت روز قبل قیمت روز قبل سهام وبملت : 
 efficiencyبازدهی سهام بانک ملت : 
 transactions)ارزش معاملات ارزش معاملات کل بازار سهام : 

 ۵)  
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 numberم(: تعداد معاملات تعداد خرید و فروش بازار سها 
 total بازدهی کل سهام بازار : 
 mmمجموع خریدار و فروشنده حقیقی و حقوقی : 

ایجاد و سپس روی مجموعده (training set) مدل مورد نظر را روی مجموعه داده آموزشی
هدا بدرای ‌داده ۱٫9کنیم. در ایدن پدژوهش ‎‎عملکرد آن را ارزیابی می(test data) داده آزمون
 ی آزمون انتخاب شدند.ها  برا‌داده ۱٫۱آموزش و 

های قوی، کفایدت ‌بینی‌های سری زمانی کلاسیک برای ایجاد و پیش‌گاهی اوقات الگوریتم
های سری زمانی را بدا سداخت ‌آید که داده‌چندانی ندارند. در این صورت منطقی به نظر می

توان ‌می های یادگیری ماشین تبدیل کنیم.‌هایی از متغیر زمان یا همان تاریخ، به داده‌ویژگی
 های زمان مانند:‌ویژگی

Year- yday(day of the year)- quarter- month- day- weekdays - 
weekend and  …  

ها را به نوعی از داده مدورد نظدر خدود تبددیل ‌های زمان، آن‌را ساخت. پس از ایجاد ویژگی
 کنیم.‌می

 با توجه به متغیرها مدل به دست آمده به صورت زیر است:
nn = neuralnet(endprize ~  date + vollum + prize + yprize + efficiency 
+ transactions + number + total + mm + year + yday + quarter + month 
+ day   ,train,linear.output = FALSE, hidden = c(3, 2)) 

ایم طدوری ‌نظدر گرفتدههای پنهان را برابر با دو دیده در ‌در مدل شبکه عصبی فو  تعداد دیه
 ندددرون وجدددود داشدددته باشدددد  ۱ندددرون و در دیددده پنهدددان دوم،  ۳کددده در دیددده پنهدددان اول 

 hidden = c(3, 2)های قسمت آموزش در فرآیند ‌(. توجه شود که مدل فو  را روی داده
سازی نیدز برابدر بدا لجسدتیک اسدت. مداتریس نتدایج ‌‌ایم. تابع فعال‌یادگیری ماشین ساخته

اسدت بده  7.821488e-03 سازی هر نرون برابر با  دهد مقدار آستانه برای فعال نشان می
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سدازی آن از ایدن مقددار  این معنی که هر نرون زمانی فعال خواهد بود که مقددار تدابع فعال
  .7.400000e+01بیشتر باشد و تعداد مراحل نیز برابر است با 

 
 متغیر ۰۰نمودار شبکه عصبی با  -‌۵شکل

 
 00٫0۰۶۱۵ روی مجموعده آموزشدی MAPEدهدد کده معیدار ‌نتایج عملکرد مدل نشان می

اسدت. میدزان نزدیکدی و شدباهت مقدادیر درصد  00٫0۰۶۳۵ های آزمون‌و روی دادهدرصد 
MAPE های ‌دسددت آمددده روی مجموعدده‌بهtrain  وtest شاخصددی بددرای تشددخیص قددوی ،

 ست.پذیری آن ا‌چنین قدرت بادی تعمیم‌بودن مدل و هم
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دست آمده این است که تنها متغیرهای   یک تکنیک مهم برای بررسی میزان قدرت مدل به
موجدود در  ()garson تدوان از تدابع‌مهم را در مدل وارد نماییم. برای اجرای ایدن عمدل می

 بهره گرفت.است   ”nnet“پکیج
 

 
 نمودار میزان اهمیت متغیرهای مستقل بر متغیر وابسته -‌۶شکل

 
نسدبت بده سدایر متغیرهدا تداایر  monthو  day ،yearمطابب با نمودار فدو ، متغیرهدای 
هددا را از مدددل حددذف نمددود و سددپس ‌تددوان آن‌اند. لددذا می‌کمتددری بددر متغیددر پاسددخ داشددته

 را بررسی کرد.  MAPEمقدار
 های مورد نظر به صورت زیر است:‌مدل بدست آمده با توجه به متغیر
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nn3= neuralnet(endprize ~  date + vollum + prize + yprize + efficiency 
+ transactions + number + total + mm + yday + quarter 
,train,linear.output = FALSE, hidden = c(3, 2)) 

سددازی هددر نددرون برابددر بددا  دهددد کدده مقدددار آسددتانه بددرای فعال مدداتریس نتددایج نشددان می
8.962055e-03  است به این معنی که هر نرون زمانی فعال خواهدد بدود کده مقددار تدابع

سدددازی آن از ایدددن مقددددار بیشدددتر باشدددد و تعدددداد مراحدددل نیدددز برابدددر اسدددت بدددا  فعال
6.600000e+01ا لجستیک است.سازی نیز برابر ب . تابع فعال 

 

 
 متغیر ۰۱و ‌شمایی از ساختار شبکه عصبی به دست آمده با دو دیه پنهان -‌۷شکل
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نسدبت بده مددل قبدل بسدیار  MAPEبا حذف متغیرهای یاد شدده از مددل، مقددار معیدار 
بده  ۰٫۱۰۱۳۱مقددار  testو بدرای داده   ۰٫۱۳۵۰۰مقددار  trainکاهش یافته و برای داده 

بسدیار بده هدم نزدیدک  trainو  testدست آمده اسدت. ایدن مقددار بدرای دو مجموعده داده 
بینددی مقدددار متغیددر پاسددخ و هددم بددرای ‌هسددتند. لددذا مدددل دوم یددک مدددل قددوی بددرای پیش

 پذیری مسئله است.‌تعیم

‌مدل‌جنگل‌تصادفی‌-۴-۳

اسدت. متغیدر وابسدته برابدر مشداهده  ۰0۶مجموعه داده برای مدل جنگل تصدادفی شدامل 
نشدان داده شدده اسدت و  responseاست با قیمت نهایی سهام که در محاسدبات بدا نمداد 

 متغیرهای مستقل نیز عبارت هستند از:
  تاریخ یا زمانdate) 
  شاخص میانگین متحرک همگرا، واگراmacd) 
  شاخص قدرت نسبیrsi) 
  شاخص حجم متوازن یا تعادلیobv) 
  شاخص تصادفیso) 
  شاخص درصد آر ویلیامزwpr) 
  شاخص بازدهYeild with Exel%) 

( ایجاد و سپس روی مجموعده training setمدل مورد نظر را روی مجموعه داده آموزشی 
هدا بده ‌داده ۱٫9در ایدن پدژوهش  کنیم. ‌‎( عملکدرد آن را ارزیدابی مدیtest dataداده آزمدون 

 آزمون انتخاب شدند.ها برای ‌داده ۱٫۱صورت تصادفی برای آموزش و 
بینی های قوی، کفایت ‌های سری زمانی کلاسیک برای ایجاد و پیش‌گاهی اوقات الگوریتم

های سری زمانی را بدا سداخت ‌آید که داده‌چندانی ندارند. در این صورت منطقی به نظر می
توان ‌میهای یادگیری ماشین تبدیل کنیم. ‌هایی از متغیر زمان یا همان تاریخ، به داده‌ویژگی
 های زمان مانند:‌ویژگی
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Year- yday(day of the year)- quarter- month- day- weekdays - 
weekend and  …  

ها را به نوعی از داده مدورد نظدر خدود تبددیل ‌های زمان، آن‌را ساخت. پس از ایجاد ویژگی
 کنیم.‌می

خلاصده مددل اسدت.  جا جنگل تصادفی ما با توجه به متغیر پاسخ از نوع رگرسدیون‌در این
 اجرا شده به صورت زیر است:

randomForest(formula = response ~ data + Yield.with.Excel.+  macd 
+ rsi + sto + wpr + obv + year + yday + quarter + month + day + 
weekdays + weekend +      week, data = train)  

 ۵۱۱گرسدیون، تعدداد درختدان موجدود در آن نوع جنگل تصادفی در این پژوهش از ندوع ر
 است. ۵عدد و تعداد متغیرها در هر جداسازی برابر با 

  MAPEکنیم. نتدایج‌آموزش و آزمدون را ارزیدابی مدی  حال عملکرد مدل بر روی مجموعه
% افدزایش ۰٫0کده ایدن مقددار روی داده آزمدون بده ‌اسدت در حالی %9۵روی داده آموزش 

 یافته است.
دست آمده این است که متغیرهای مهدم ‌یک تکنیک مهم برای بررسی میزان قدرت مدل به 

و  trainبه دست آمدده بدرای مجموعده داده  MAPEرا در مدل وارد نماییم. زیرا هر میزان 
test بیندی خدواهیم داشدت. ‌تری جهدت پیش‌کوچک و به هم نزدیدک باشدند، مددل مناسدب
های آزمون، نسدبت ‌ت این است که معیار خطا بر روی دادهای که باید به آن توجه داش‌نکته

تر شدن مدل، همدواره ‌به معیار مشابه در داده آموزش، ملاک معتبرتری است زیرا با پیچیده
گیری بر اسدا  آن اشدتباه اسدت، در حدالی کده ‌کند و تصمیم‌خطای آموزش کاهش پیدا می

تدرین ‌کند و مددل بدا کم‌پیدا نمی خطای آزمون با ورود متغیرهای نامناسب به مدل، کاهش
دهدد. در مددل جنگدل تصدادفی بدرای تعیدین ‌مقدار خطای آزمون بهترین مدل را نتیجده می

وجود یا عدم وجود یک متغیر در مدل، میزان اهمیت تک تک متغیرها در مدل را ارزیابی 
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 بهددره گرفددت طددوری کدده varImpPlotتددوان از تددابع ‌کننددد. بددرای اجددرای ایددن عمددل می‌می
IncNodePurity :در محور افقی نمودار زیر بیانگر این معیار در درختان رگرسیون است 

 
 تصادفی‌نمودار مربوط به متغیرهای اولیه موجود در مدل جنگل -۸شکل‌

 
     1.0ها  حدودا بدیش از ‌آن IncNodePurityخروجی این تابع متغیرهایی که مقدار 
گیرنددد و بددرعکس ‌هددا در مدددل مهددم اسددت قددرار می‌باشددد در رده متغیرهددایی کدده حضددور آن

تر از مقدار گفتده شدده باشدد بایدد از مددل ‌ها کم‌آن IncNodePurityمتغیرهایی که مقدار 
 اند:‌حذف گردند. بنابراین مطابب با نمودار فو  متغیرهای زیر به ترتیب اهمیت آورده شده

Yeild with excel- macd – month 
 قدم بعدی ساخت مدل جنگل تصادفی اصلاح شده با استفاده از متغیرهای فو  است. 
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randomForest(formula = response ~ Yield.with.Excel. + macd , data = 
train)  

 ۵۱۱نوع جنگل تصادفی در این پژوهش از ندوع رگرسدیون، تعدداد درختدان موجدود در آن 
 ر هر جداسازی برابر با یک است.عدد و تعداد متغیرها د

دهدد کده معیدار ‌اسدت. نتدایج نشدان می testو  trainهای ‌مرحله بعد ارزیابی  بر روی داده
MAPE  اسددت. میددزان  %۰٫۷۵هددای آزمددون ‌% و روی داده۰٫۳روی مجموعدده آموزشددی

، شاخصدی بدرای testو  trainهای ‌بده دسدت آمدده روی مجموعده MAPEنزدیکی مقادیر 
چندین مقددار ‌چنین قدرت بادی تعمدیم پدذیری آن اسدت. هم‌بودن مدل و هم تشخیص قوی

% ، ۰٫۷%  بده ۰٫0کاهش رویدداده در مقددار ایدن معیدار بدر روی مجموعده داده آزمدون از 
 دهد که مدل اصلاح شده عملکرد بهتری نسبت به مدل قبل دارد.‌نشان می

‌بینی‌گیری‌و‌مقایسه‌نتایج‌پیش‌نتیجه‌-۴-۴

های استفاده شده در این پژوهش و براسا  معیدار سدنجش ‌ی زمانی و داده‌با توجه به بازه
MAPE)کنیم که مقدار معیار ‌( انتخاب شده در جدول زیر ملاحظه میMAPE  برای مدل

شبکه عصبی نسبت به مدل جنگل تصادفی کمتر است و عدلاوه بدر ایدن مقددار ایدن معیدار 
بددرای مدددل شددبکه عصددبی نسددبت بدده مدددل جنگددل  train و  testبددرای دو مجموعدده داده 
بیندی ‌تر هسدتند و لدذا مددل شدبکه عصدبی عملکدرد بهتدری در پیش‌تصادفی به هدم نزدیدک

 قیمت سهام بانک ملت داشته است. 
Model MAPE(train) MAPE(test) 
Random forest 1.302628 1.753767 
Neural network 1.03541 1.04032 
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به دست آمدده،   MAPEلذا هر دو مدل شبکه عصبی و جنگل تصادفی با توجه به مقادیر 
باشدند و نتدایج نیدز بده ‌بینی قیمدت سدهام باندک ملدت می‌به تنهایی دارای توانایی در پیش

 بینی قیمت سهام است.‌دهد که شبکه عصبی دارای قدرت بهتری در پیش‌خوبی نشان می

‌توضیحات
1. Mashin Learning 
2. Artificial Intelligence 
3. Supervised   
4. Un Supervised 
5. Semi-regulatory  
6. Reinforcement  
7. Neural Network 
8. Multilayer Perceptron Neural Networks 
9. Activation Function 
10. Feeder Networks 
11. Layer 
12. Perceptron  
13. Random Forest 
14. Breiman 
15. Ensemble Learning 
16. Black Box 
17. Efron 
18. Out Of Bag 
19. Mean Absolute Percentage Error (MAPE) 
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‌پیوست
 مدل شبکه عصبیبرنامه 

> set.seed(201) 
> nn <- neuralnet(endprize ~  date + vollum + prize + yprize + efficiency + 
transactions + number + total + mm + year + yday + quarter + month + day   
,train,linear.output = FALSE, hidden = c(3, 2)) 
 
nn3<- neuralnet(endprize ~  date + vollum + prize + yprize + efficiency + 
transactions  + number + total + mm  + yday + quarter ,train,linear.output = 

FALSE, hidden = c(3, 2)) 

 مدل شبکه عصبیخروجی 
Output: 
> nn$act.fct 
function (x)  
{ 
    1/(1 + exp(-x)) 

} 
attr(,"type") 

[1] "logistic" 

print(nn3) 
Output: 
>  nn3$act.fct 
function (x)  
{ 
    1/(1 + exp(-x)) 
} 
attr(,"type") 
[1] "logistic" 

 مدل شبکه عصبی ارزیابی نتایج معیار
> predictions = predict(nn, newdata = train) 
> mape(train$endprize, predictions) 
[1] 99.94605 
> predictions = predict(nn, newdata = test) 
> mape(test$endprize, predictions)  
[1] 99.94635 
 
> predictions3 = predict(nn3, newdata = train) 
> mape(train$endprize, predictions3) 
[1] 1.03541 
 > predictions3 = predict(nn3, newdata = test) 
> mape(test$endprize, predictions3) 

[1] 1.04032 

 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

os
s.

sr
tc

.a
c.

ir
 o

n 
20

26
-0

1-
29

 ]
 

                            21 / 23

http://ijoss.srtc.ac.ir/article-1-468-en.html


 مریم محمدی، حبیب جعفری و آزاد خانزادی    ۵۰

  ......................... ۵۹ -۳۲، صص ۱۰۱۱بهار و تابستان ، ۱  ی ، شماره۲۳سال ، های آمار رسمی ایران ی بررسی مجله ..................... 

 برنامه جنگل تصادفی
> set.seed(101) 
> rf = randomForest(response ~ data+Yield.with.Excel.+ macd +rsi+ sto + wpr 
+ obv + year + yday+ quarter + month + day + weekdays + weekend + week  

, data = train) 
> set.seed(100) 
> rf_revised = randomForest(response ~ Yield.with.Excel.+ macd + month , 

data = train) 

 ل جنگل تصادفیخروجی مد
> set.seed(101) 
> rf = randomForest(response ~ data+Yield.with.Excel.+ macd +rsi+ sto + wpr 
+ obv + year + yday+ quarter + month + day + weekdays + weekend + week  
, data = train) 
> print(rf) 
Output: 
Call: 
 randomForest(formula = response ~ data+Yield.with.Excel.+  macd + rsi + sto 
+ wpr + obv + year + yday + quarter + month + day + weekdays + weekend 

+      week, data = train)  
               Type of random forest: regression 
                     Number of trees: 500 
No. of variables tried at each split: 5 
 
Output: 
Call: 
 randomForest(formula = response ~ data+Yield.with.Excel.+  macd + rsi + sto 
+ wpr + obv + year + yday + quarter + month + day + weekdays + weekend 
+ week, data = train)  
               Type of random forest: regression 
                     Number of trees: 500 
No. of variables tried at each split: 5 
Output: 
Call: 
 randomForest(formula = response ~ Yield.with.Excel. + macd , data = train)  
               Type of random forest: regression 
                     Number of trees: 500 
No. of variables tried at each split: 1 
 

 تصادفی  جنگل مدل ارزیابی نتایج معیار
> predictions = predict(rf, newdata = train) 
> mape(train$response, predictions) 
[1] 0.8548224  
> predictions = predict(rf, newdata = test) 
> mape(test$response, predictions)  
[1] 1.893867 
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> predictions = predict(rf_revised, newdata = train) 
> mape(train$response, predictions)  
[1] 1.302628 
> predictions = predict(rf_revised, newdata = test) 
> mape(test$response, predictions) 

[1] 1.753767 
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