
  مطالب آماري گزيده                   
  304-289 ، صص1388 پاييز و زمستان، 2  ي ، شماره20سال  

 .PLSچندگانه، مؤلفه،   خطی بینی، هم عتبارسنجی متقابل، پيشا :واژگان کلیدی
 ۲/۱۰/۱۳۸۸: ، پذیرش۱۷/۶/۱۳۸۸: دریافت

 دار مکاتبات ی عهده  نویسنده*

 های دوم  ترین توان کمون یرگرس

 د سرمدی مج و*نییر شاهیام

 دانشگاه فردوسی مشهد 

با مسائلی سـر و کـار داریـم کـه بـا اسـتفاده از طور معمول   بهدر تحقیقات مختلف: چکیده
یکـی از . پردازیم بینی رفتار یك متغیر وابسته می ای از متغیرهای توضیحی به پیش مجموعه
امـا . باشد گونه مسائل دارد رگرسیون چندگانه می ربرد وسیعی در اینهای آماری که کا روش

خطـی   هـمی لهئ خطـی وجـود داشـته باشـد مـسی هنگامی که بین متغیرهای توضیحی رابطه
ــه رخ مــیگچند ــوان دهــد و در نتیجــه رگرســیون کــم ان ــرین ت ــه ایجــاد  ت هــای دوم معمــولی ب
هـای دوم  تـرین تـوان رگرسـیون کـم. دانجامـ وردهای نااستواری از ضرایب رگرسیونی مـیابر

خطـی بـین متغیرهـای توضـیحی  جزئی یک روش چند متغیره است که در هنگـام بـروز هـم
 . پردازیم در این مقاله به معرفی این روش می. گیرد مورد استفاده قرار می

  مقدمه-۱

  کـه بـه(Partial Least Squares Regression)جزئـی های دوم  ترین توان کمون یرگرس
هـای  نـهیراً در زمیک روش آماری است که اخینامند،  ز میی نPLSرگرسیون اختصار آن را 

و ] ۳([ دا کـرده اسـتیـت فراوانـی پیـسـنجی محبوب مییمختلف به خصوص در مسائل شـ
 سی به نام هـرمن ولـدیدان سوئ ک اقتصادیلادی توسط ی م۱۹۶۰ن روش در سال یا. )]۷[

رهــای یهنگــامی کــه تعــداد متغ ].۹[ کــار بــرده شــدنــه اقتــصادسنجی معرفــی و بــه یدر زم
 در PLSون ید وجـود دارد رگرسـیخطـی شـد رهـا هـمین متغیاد است و بیار زیحی بسیتوض

 PLSان ذکر است که یشا. د استیار مفیر پاسخ بسینی متغیب شیی برای پیها ساختن مدل
شـود و  ه مـیر پاسـخ اسـتفادیـنی متغیب شیتر در پ شیب است که بیونی اریک روش رگرسی

کــاربردی در تفــس  حی نــداردیرهــای توضــیر پاســخ و متغیــن متغیر ارتبــاط بــیمعمــولاً 
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ن یـتوان از ا ز مییله وجود دارد نئر پاسخ در مسیک متغیش از ین هنگامی که بیهمچن].۵[
ن یـف شده کـه ایای تعر دهیچیهای نسبتاً پ تمین روش بر اساس الگوریا. روش استفاده نمود

تم در ین الگوریای از ا ر سادهین مقاله ابتدا تفسیدر ا. کند  را کمی مشکل میموضوع فهم آن
ن روش بـا بعـضی از یـسـازی ا هیسـپس بـا اسـتفاده از شـب. شود ان مییره بیک متغیحالت 
 . ردیگ سه قرار مییگر مورد مقایونی دیهای رگرس روش

 و Y ر پاسـخیـن متغیررسی ارتباط خطی بـ برای بn ک نمونه به حجمیم یفرض کن
X حییرهــای توضــیمتغ 1 ،X 2 ،... ،mXــ دار ــi.می ,ن مــشاهده ،یام , ,i n= …1 ــه 2 ، ب

) صورت )( ) ( ) ( ) ( ), , , ,i i i imx x x y…1  ، jX  وYی  شده ر مشاهدهی و بردارهای مقاد2

, , ,j m= …1 ــــــــــــــــــــــه صــــــــــــــــــــــورت 2 }، ب }( ) ( ) ( ), , , ny y y ′= …y 1   و2

{ }( ) ( ) ( ), , , nj j j jx x x ′= …x 1  ای های نمونه نیانگین میهمچن. شوند ش داده میی نما2

)ز به صورت یها ن آن ) /i
i

y y n=∑ و ( ) /ij ji
x x n=∑شوند  نشان داده می. 

۲- PLS رهیمتغ کی 

X حییرهـای توضـی و متغY ریـن متغیک رابطـه بـیل ین روش برای تشکیدر ا 1 ،X 2 ،
... ،mXهــا را فــاکتور  شــود کــه آن دی ســاخته مــییــحی جدیرهــای توضــی، متغ(factor) ،
ن یـک از ایـهـر . نامنـد  مـی(component)ا مؤلفـه یـ (latent variable)ر پنهـان یـمتغ
Xهیــرهــای اولیب خطــی از متغیــک ترکیــد یــرهــای جدیمتغ 1 ،X 2 ،...، mXباشــد  مــی .

 ریـهـا را بـه متغ ن مؤلفهین معادلاتی که اییونی استاندارد برای تعیهای رگرس سپس از روش
Yی بـا یهـا کـار بـردن مؤلفـه هن روش بـا بـیـن حـال ایدر ع. شود  ارتباط دهند استفاده می

ز یـله را نئعـد مـسه است بُیرهای اولیتر از تعداد متغ ها کم نی بالا که تعداد آنیب شیقدرت پ
 "اعتبارســنجی متقابــل"عــد بــا اســتفاده از روشــی بــه نــام ن کــاهش بُیــا. دهــد کــاهش مــی

 (Cross Validation)ر یــصــورت ز ون حاصــل بــهی رگرســی معادلــه. ردیــگ  صــورت مــی
  :باشد می

Ŷ            (p < m)   p pT T Tβ β β β= + + + +D "1 1 2 2   )۱( 
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ن یای بـ ن همبـستگی نمونـهیها است و همچنjXب خطی ازی ترکkTی که در آن هر مؤلفه
 سـعی دارد مـدلی بـسازد کـه در آن PLSدر واقـع . باشـد ها صفر مـی ن مؤلفهیهر جفت از ا

ورد ان حال با بـریبرود و در عن یه وجود داشت از بیرهای اولین متغیدی که بیخطی شد هم
هـای  تمیکـی از الگـورین مقدمـه یـبا ا. ز کاهش دهدیله را نئعد مستر بُ تعداد پارامترهای کم

. میدهـ شنهاد شـد شـرح مـییـپ] ۹[  توسـط ولـد۱۹۸۲ن روش را کـه در سـال یمربوط به ا
 کـه ه اسـتشنهاد شـدیـگـر پیهای مختلفی توسـط آماردانـان د تمیشایان ذکر است که الگور

تم ولـد یالگـور) ]۶[و ] ۸[، ]۲[ (شـوند تم ولـد منجـر مـییجی مشابه الگـوریز به نتایها ن آن
 .ر استیصورت ز به

T← :   ۱گام  D 
 . مرتبه تکرار کنm زیر را ۵ تا ۲های  گام

  .:   ۲گام 
.

k k
k

k k

b
′

←
′
X Y
X X

 

k. :   ۳گام  k kw ′← X X 

ˆ:   ۴گام    k k k kw b←Y X 

k←T +  ˆ:   ۵گام  Y T 

. -  .:   ۶گام 
.
′

←
′
T YY Y T
T T

 

. -  .:   ۷گام 
.
′

←
′
T XX X T
T T

 

.اگر :     ۸گام   = ′X X Dان بدهیتم پای به الگور. 

تم یقبــل از شــروع الگــور.  اســتPLSهــا در  ط بــه ســاختن مؤلفــه مربــوبــالاتم یالگــور
ن صورت اعضای خارج قطـر اصـلی یدر ا. شوند حی و پاسخ استاندارد مییرهای توضیمتغ
. )سیماتر  )′X Xدر ابتـدا . حی خواهند بـودیرهای توضین متغی همبستگی بی دهنده  نشان
) ۲گام (شود  ون مییطور جداگانه رگرس حی بهیتوضرهای یک از متغیر پاسخ روی هر یمتغ

  :باشند ر مییصورت ز نی حاصل بهیب شیرها استاندارد هستند معادلات پیو چون متغ

ˆ  =          = , , , k k kb k m…1 2Y X  )۲( 
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 = .م یمعمولی دارهای دوم  ترین توان کمکه با توجه به روش 
.

k
k

k k

b
′
′
x y
x x

  

جا  نیاما در ا. آورند  به دست میY پاسخیورد برااک بری قبل ی معادلهmهرکدام از
ن یـحـال بـرای رفـع ا. پوشـی شـده اسـت ها وجـود داشـت چـشمkXنیی که بیها از ارتباط

را در نظـر ) ۲(هـای  وردان وزنـی بـریانگیـم میتـوان هـا مـی وردان بریق کردن ایمشکل با تلف
 :ر به دست خواهد آمدیصورت ز ن مؤلفه بهین صورت اولیدر ا). ۵ تا ۳گام های (م یریبگ

 = 
m

k k k
k

w b
=
∑T X1

1
  

 در نظـر گرفـت kw هـای ن وزنیـیتـوان بـرای تع با توجه به حـالات مختلفـی کـه مـی
ن بخش دو راه یان ایدر پا. تلفی ممکن است نوشته شودهای مخ صورت ز بهین) ۳ (ی رابطه

 .ها ارائه خواهد شد kwنییبرای تع

Tجا که از آن ˆعنـیی (Y هـای شگوکنندهیـن وزنی برای پیانگیک می 1
kYاسـت ) هـا

Tاما.  باشدYد برایی مفی شگوکنندهیک پیز یدش ند خویبا  راتییـست همـه تغی قادر ن1
Yراتییـآن بخــش از تغ. ح دهـدی را توضـ Yکــه توسـط  T شـود بــا  یح داده نمــی توضـ1

از طـرف ). ۶ گام( قابل برآورد است T1  رویYونیهای حاصل از رگرس مانده استفاده از 
T دتری نـسبت بـهیـطور بالقوه شامل اطلاعـات مف  بهkX حییرهای توضیگر متغید  در 1
  کـه درkX ریـب آن بخـش از اطلاعـات موجـود در متغیـن ترتیبه ا.  هستندY نییب شیپ

T T  رویkX ونیهـای حاصـل از رگرسـ  مانـده  ی لهیز بـه وسـیـ وجود نـدارد ن1  بـرآورد 1
 ).۷گام (خواهد شد 

T  رویkX ونیهــای حاصــل از رگرســ مانــده  د و یــحی جدیر توضــیــعنــوان متغ  بــه1
 بعـد ی د در مرحلـهیـ پاسـخ جدریـعنـوان متغ  بـهT1  رویYونیهای حاصل از رگرس مانده 

ن رونـد بـرای یـا. شـود  تکرار مـی۵ تا ۱های  رود و گام  به کار میT2ی  برای ساختن مؤلفه
های حاصل  مانده شود و هر مؤلفه از  ن صورت انجام مییهم ز بهیهای بعدی ن ساختن مؤلفه

 .دیآ  قبلی خود به دست میی ون روی مؤلفهیاز رگرس
ــ ) وiY میحــال فــرض کن , , , ) ikk m= X…1 ــده2 ونی حاصــل از یهــای رگرســ  مان

)ی  مرحلــه )i  و iYرهــاییام توســط متغiی  ای باشــد کــه در مرحلــه ز مؤلفــهیــنiT و 1−

)۳( 
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( , , , ) ikk m= X…1  ikX و iT ،iY ای مربوط به ر نمونهی ساخته شده است و مقاد2
 . باشندikx و it ،iy صورت ز به ترتیب بهین

iی  بـــــرای بـــــه دســـــت آوردن مؤلفـــــه +T i دیـــــ نخـــــست با1 +Y ) و 1 )i k+X 1 
( , , , )k m= …1 ــیتع 2 ــوندی ــرای ا. ن ش ــب ــوری ) ن منظ , , , ) ikk m= X…1  iT روی2

)شود و ون مییرگرس )i k+X  :شود ف مییر تعریصورت ز  به1

( )
. =  - .      , , ,  
.

i ik
i k ik i

i i

k m+

′
=

′
t xX X T
t t

…1 1 2     

)طور مشابه، به )i +Y . -  = .صورت  ز بهی ن1
.

i i
i i i

i i
+

′
′
t yY Y T
t t1شود ف میی تعر. 

i  برابرYدر" ماندهیرات باقییتغ" +Y ) برابرkXدر" ماندهیاطلاعات باق" و 1 )i k+X 1 
ــی ــد م ــال کاف. باش ــح iستی +Y )  روی1 )i k+X ــ1 ــود ی رگرس ــام (ون ش ــرا). ۲گ ــر ض ب یاگ
) ونی را بایرگرس )i kb  :شوند ر محاسبه مییصورت ز ب بهین ضرایم، ای نشان ده1+

( ) ( )
( )

( ) ( )

.
 =       , , ,

.
i k i

i k
i k i k

b k m+ +
+

+ +

′
=

′
x y
x x

…1 1
1

1 1
1 2   

)های ن وزنییپس از تع )i kw i توان مؤلفـه می) ۳گام  (1+ +T ر بـه دسـت یـصـورت ز  را بـه1
 :آورد

( ) ( ) ( ) ( ) = 
m

i i k i k i k
k

w b+ + + +
=
∑T X1 1 1 1

1
   

تم ین الگوریان ایگر شرط پایا به عبارت دیابد ی تم تا چه زمانی ادامه میین الگوریا اام
 ست؟یچ

س پـوچ یک مـاتریـ X سیتا زمـانی کـه مـاتر: توان گفت ال میئوساین در پاسخ به 
(null matrix)ن شـرط بـه صـورتیـابد که ای تم ادامه میین الگوری شود ا .  = ′X X D در 

 . آمده است۸گام 
 Y ریـبـا متغ) ۱(ونی ین شدند بـا اسـتفاده از مـدل رگرسـییها تع که مؤلفه نیپس از ا
معمـولی هـای دوم  تـرین تـوان کمز به روش ی نβ ونییب رگرسیشوند و ضرا ارتباط داده می

 .شوند برآورد می

)۴( 

)۵( 

)۶( 
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هـا اسـت   ناهمبسته بودن هر جفـت از مؤلفـهPLSای یکی از مزایم یطور که گفت همان
 رایز

) مـثلاً. حی ناهمبـسته هـستندیر توضـیـونی با متغیهای رگرس مانده  -الف )i k+X ازای  بـه( 1
 .ناهمبسته استiTبا) kهر

pT ،...،i های ک از مؤلفهی هر -ب +T )ب خطی ازیک ترکی 1 )i k+X  بـر بنـا. باشد ها می1
pT ،... ،i ک ازیهر ) الف(ن با توجه به یا +T  . اند  ناهمبستهiT با1

)باشـند ) ۱(د در مـدل یـی کـه بایهـا ن تعداد مؤلفهییاما برای تع )p شـکلی از روش 
. م پرداختیح آن خواهیشود که در بخش بعد به توض به کار برده می" اعتبارسنجی متقابل"

بر ) ۶(و ) ۴(فاده از روابط با است) ۱(ون یها انتخاب شدند مدل رگرس که مؤلفه نیپس از ا
ن یـین بخـش دو روش بـرای تعیـان ایـدر پا. شـود ان مـییـ بXی هیـرهـای اولیاساس متغ

 .میکن  مشخص میikw های وزن
ik. =:روش اولّ ik ikw ′x xن یـــــــــا بـــــــــر ، بنـــــــــا = .ik ik ik iw b ′x yو چـــــــــون  

ˆ. cov( , )ik i ik i′ ∝x y X Yتوان نوشت  می) ۶ (ی  با استفاده از رابطه 

ˆ = ( )   ( , )
m m

i ik ik ik ik i ik
k k

w b cov
= =

∝∑ ∑T X X Y X
1 1

  

حی در هـر یرهـای توضـیر پاسخ و متغین متغیانس بی، مقدار کووار)۷ (ی  رابطهربنا ب
ــه در ســاختن مؤلفــه ــه.  مــؤثر هــستندPLSهــای  مرحل ــه یرهــایگــر، آن متغیعبــارت د ب ی ک

نـی پاسـخ خواهنـد یب شیز در پـیـتری ن شیر پاسخ دارند سهم بیتری با متغ شیبانس یکووار
رهای ین متغیهای ب ها هم به ارتباط  در ساختن مؤلفهPLS: توان گفت ن مییا بر بنا. داشت
 .ر پاسخ توجه داردیحی با متغیرهای توضین متغیهای ب حی و هم به ارتباطیتوض

)varجــا کــه  از آن ) { ( . )}ik ik ikb ′∝ x x1ن روش یــ ای زهیــتــوان گفــت انگ  پــس مــی
. باشـد  مـیikb ونییب رگرسـیانس ضـرایـها با معکـوس وار ikwدهی، متناسب بودن وزن
ورد پاسـخ دارنـد ادر بـر) تـری انس کـمیوار(تری  شیبی که دقت بین صورت ضرایرا در ایز

 .ها خواهند داشت تن مؤلفهز در ساخیتری ن شیوزن ب

ikw =: روش دوم
m
های پاسخ وزن برابـری در سـاختن  شگوکنندهی پی ن همهیا بر ، بنا1

 . ها خواهند داشت مؤلفه

)۷( 
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 (Cross Validation) اعتبارسنجی متقابل -۳

ی مـورد های آمار ن مدلینی در بیب شیی پین توانایتر شین روش برای انتخاب مدلی با بیا
ی یهـا نـی دادهیب شیی آن را در پـیابی مـدل، توانـایـدر واقع بـرای ارز. ردیگ استفاده قرار می
. میده اند مورد قضاوت قرار می ی که در برازش مدل به کار رفتهیها  دادهی خارج از محدوده

 .میده یدر ادامه این روش را شرح م
ها در صـورت  ن بخشیشود که حجم ا م میی بخش تقسk ن روش ابتدا نمونه بهیدر ا
شـود کـه آن را  ک بخش کنار گذاشـته مـیی بخش k نین ایدر ب. باً برابر استیامکان تقر
) م و از اجتمـاعینـام  می(test set) آزمون ی مجموعه )k  ی گـر کـه مجموعـهیبخـش د 1−
. شود پارامترهای مدل استفاده می" وردابر"برای  شوند ده میی نام(training set)آموزشی 

زان دقـت یکرده و م" نییب شیپ" آزمون را ی های مجموعه ن مدل دادهیسپس با استفاده از ا
گـر یکـی دیحـال . میکنـ ان مناسب محاسبه مییک تابع زی ی لهیوس ن مدل را بهینی ایب شیپ
. میکن  را تکرار میقبل اعمال تمام آزمون در نظر گرفته و ی عنوان مجموعه  بخش را بهkاز
 م که مجمـوعیتوجه کن. نی خواهد شدیب شیک مرتبه پی اصلی ی ن هر داده در نمونهیا بر بنا
kن یهمچنـ. شـود رفته مینی مدل در نظر گیب شیای برای دقت پ عنوان اندازه ان بهی تابع ز

. میورد کنـا اصـلی بـری د پارامترهای آن را بـا اسـتفاده از نمونـهیوقتی مدلی انتخاب شد با
 برابـر بـا k هر چند بهتر است مقـدار. شود  در نظر گرفته می۳ و ۲ن ی بk ریمعمولاً مقاد

ن صـورت یـدر ا. ک داده باشـدیـکه هر بخش فقط شـامل  یه طورحجم نمونه اصلی باشد ب
ی یوردهـاابـاً مـشابه بریشـوند تقر ابی دقت مدل محاسبه مییوردهای پارامتر که برای ارزابر

 .ندیآ  اصلی به دست میی هستند که با استفاده از نمونه

)یی تا۱۰ ی ک نمونهی -۱ مثال , )x yم یکنـ  را اعمال میقبلم و روش یریگ  را در نظر می
بـا . میدهـ ها بـرازش مـی ونی خطی ساده را در هر بار به دادهیم که مدل رگرسیکن و فرض می

 آموزشـی در نظـر گرفتـه و بـا ی عنـوان مجموعـه  را بـه  نمونـه۹ هر بار قبلتوجه به مطالب 
 .میکن ی مییشگویشده را پ  حذفی استفاده از مدل به دست آمده مقدار نمونه

نی در هر مرحله بـه یب شینی و خطای حاصل از پیب شیوردها، پار بری مقاد۱در جدول 
عنـوان تـابع  نی برای هـر مـدل را بـهیب شی خطای پهای دوم توانمجموع . دست آمده است

 . میریگ ر در نظر مییصورت ز ان بهیز
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 ام برای مدل خطی i ی  مقدار زیان پس از حذف نمونهی  محاسبه-۱جدول 

ˆ{ ( ) ( )}y i y i− 2 ( )ˆ iy β̂1 β̂D ( )iy ( )ix i 

۳/۲۴ ۱/۹۱ ۵۶۴/۲ ۷/۳۴ ۹۶ ۲۲ ۱ 

۱/۱۲۱ ۹۹ ۱۹/۲ ۸/۴۷ ۸۸ ۴/۲۳ ۲ 

۲/۴۳ ۴/۹۸ ۵۵/۲ ۹/۳۴ ۱۰۵ ۹/۲۴ ۳ 

۸/۷ ۲/۱۰۸ ۴۵۳/۲ ۳/۳۸ ۱۱۱ ۵/۲۸ ۴ 

۳/۲۷ ۲/۱۱۲ ۴۱۹/۲ ۱/۴۰ ۱۰۷ ۸/۲۹ ۵ 

۷/۱۱ ۴/۱۱۶ ۴۴۳/۲ ۲/۳۹ ۱۱۳ ۶/۳۱ ۶ 

۵/۱۲۳ ۹/۱۲۰ ۳۱۸/۲ ۶/۴۱ ۱۳۲ ۲/۳۴ ۷ 

۲/۵۱ ۲/۱۲۹ ۵۵۶/۲ ۱/۳۶ ۱۲۲ ۴/۳۶ ۸ 

۳/۲۹ ۶/۱۲۹ ۳۲/۲ ۱/۴۲ ۱۳۵ ۷/۳۷ ۹ 

۷/۱۹ ۴/۱۳۵ ۵۴۴/۲ ۲/۳۶ ۱۳۱ ۳۹ ۱۰ 

( ) ( )ˆloss = { }i i

i

y y
=

−∑
10

2

1
 

 ن مدل برابر است بایان کل برای این صورت زیدر ا

۱/۴۵۹ = ۷/۱۹ + ... + ۱/۱۲۱ + ۳/۲۴ 

Ŷ =  +  + X  دومی حال اگر از مدل درجه Xβ β βD
2

1 هـا اسـتفاده  ن دادهیـ برای ا2
 بـه ۲/۵۶۹ دوم برابـر ی ان کـل بـرای مـدل درجـهیگاه ز  آنمی را به کار ببرقبلم و روش یکن

ن روش اعتبارسـنجی یـا بـر بنـا. ان مـدل خطـی سـاده اسـتیـتر از ز د که بزرگیآ دست می
 ی م که اگر با همهین توجه کنیهمچن. دهد ح میین دو مدل، مدل خطی را ترجین ایمتقابل ب

ار تـابع یـعنـوان مع را بـهمانـده  هـای دوم توانهای نمونه مدل را برازش داده و مجموع  داده
 .شد  دوم انتخاب میی گاه مدل درجه م آنیگرفت ان در نظر مییز
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هـای موجـود در مـدل، روشـی   بـرای بـه دسـت آوردن تعـداد مؤلفـهPLSاما در روش 
 .ر استیم که چگونگی آن به شرح زیبر  به کار می قبلمشابه روش

 آزمـون حـذف ی عنوان مجموعه ک بخش بهیشود و  م میی بخش تقسkابتدا نمونه به
) شده و از )k  اسـتفاده PLSتم یها با استفاده از الگـور گر برای ساختن مؤلفهی بخش د1−

مترهای مـدل را بـه ون کرده و پارایهای به دست آمده رگرس  را روی مؤلفهYریمتغ. شود می
ن یـر مجموعـه آزمـون را توسـط ایسـپس مقـاد. میکنـ ورد میابرهای دوم  ترین توان کمروش 
ان مناسـب یـک تـابع زینی را با استفاده از یب شینی کرده و خطای حاصل از پیب شیمدل پ

 ی عنوان مجموعه  بخش بهkکی ازی مرتبه و هر بار برای k ن عمل رایا. میکن محاسبه می
عنوان خطای کـل   مرتبه را بهk نینی در ایب شیم و مجموع خطاهای پیکن آزمون تکرار می
ن خطـای یای ا که مؤلفه نیم تا ایکن ها را به مدل اضافه می حال مؤلفه. میریگ مدل در نظر می

د در مدل بمانند مشخص خواهـد یی که بایها ب تعداد مؤلفهین ترتیبه ا. ش دهدیکل را افزا
 .شد

 سازی هی شب-۴

. ردیگ سه قرار مییونی مورد مقایهای رگرس گر روشی و دPLS عملکرد ی ن بخش نحوهیدر ا
های   عملکرد خوبی نسبت به روشPLSی است که یها تیص وضعیدر واقع قصد ما تشخ

شـده در مرجـع  سـازی انجـام هیسازی بر اسـاس شـب هین شبیه اان ذکر است کیشا. گر داردید
ــه و در پا] ۴[ ــایــصــورت گرفت ــا هین شــبیــج حاصــل از ایان، نت ــا نت ج حاصــل از یســازی ب
 محاسبات با اسـتفاده تمامن یهمچن. سه قرار خواهد گرفتیمورد مقا] ۴[سازی مرجع  هیشب

 . انجام شده استRافزار  از نرم
ن مجموعـه یـا. شـود اسـتفاده مـی] ۱[وی یـهای ک  دادهی وعهسازی از مجم هین شبیدر ا

 طـول مـوج ۵۰ف مـادون قرمـز شـامل یـوی اسـت کـه از هـر کـدام طیـ کی  نمونه۷شامل 
هـای خروجـی  ن انـدازهیا. شود ری مییگ مختلف عبور داده شده و پس از خروج از آن اندازه

د یزان اسـیـز میـر پاسـخ نیـغمت. شوند حی در نظر گرفته مییرهای توضیر متغیعنوان مقاد به
 . ری خواهد شدیگ وی اندازهیی کیای شمی هیباشد که با استفاده از تجز وی مییموجود در ک
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 سازی هی شبی  نحوه-۴-۱

 :ر هستندیصورت ز ره بهیع نرمال چندمتغیحی دارای توزیرهای توضیمتغ

( , , , ) ~ MVN ( , )p pX X X ′= …X μ Γ1 2 

 :ر ارائه خواهد شدیونی زی رگرسی ز با معادلهی نY ریمتغ

 Y α ε′= + +α xD  

)که در آن  , , , )px x x ′= …x 1 هـای نـامعلوم   ثابتα′ و αD.  استXای   مقدار نمونه2

~هستند و  N( , )ε σD 2. 
هـای   عملکـرد روشی حی بـر نحـوهیرهـای توضـیش تعـداد متغیکـه اثـر افـزا نیـبرای ا

. حی اسـتفاده خواهـد شـدیر توضـی متغ۵۰ و ۲۰ ،۶ی با یها ونی بررسی شود از مدلیرگرس
ر انتخـاب یـمتغ ۵۰ن یحی از بـیر توضـیـ متغ۲۰طـور تـصادفی  ب کـه ابتـدا بـهیـن ترتیبه ا
طـور تـصادفی انتخـاب  ر بـهیـ متغ۶حی تعـداد یر توضی متغ۲۰ن یان یشود و سپس از ب می
 .گردد می

 ر پارامتری مقادی  محاسبه-۴-۲

وی استفاده یهای ک  دادهی از مجموعه) ۸( در مدل α′ و αDر پارامتر ی مقادی برای محاسبه
عنـوان  حی محاسبه شده و بـهیر توضی متغ۵۰انس یکووارس ین و ماتریانگیابتدا م. شود می
برای هر مدل . شود حی در نظر گرفته مییر توضی متغ۵۰ برای مدلی شامل Γ وμر یمقاد

حی از یر توضی متغ۲۰ و ۶ تصادفی شامل ی رمجموعهیک زیتر  حی کمیر توضیبا تعداد متغ
 ی هیـوی بـا اسـتفاده از تجزیـد موجـود در کیزان اسـیـم. شـود  طول مـوج اسـتخراج مـی۵۰
ک مجموعـه از یـر پاسـخ هـر بـار روی یر متغیعنوان مقاد شود و به ری مییگ ی اندازهیایمیش
ر یعنوان مقـاد ورد شده بهاونی بریب رگرسیشود و ضرا ون مییحی رگرسیرهای توضین متغیا

αD و ′α شوند در نظر گرفته می) ۸( در مدل. 
σانس خطا،یوی واریهای ک  دادهی برای مجموعه .  به دست آمده است۱۵/۰، حدود 2

ن پــارامتر یــتــر بــه ا شیگــر بــیهــای د  نــسبت بــه روشPLSشــود کــه  ن تــصور مــییامــا چنــ
σ ۰۵/۰، ۱۵/۰و  ۳/۰، ۵/۰، ۱ر ی مقادنیا بر بنا. ت داردیحساس سـازی  هیز در شبین 2=

 .رندیگ ش قرار مییمورد آزما

)۸( 
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 ونی یهای رگرس  روش-۴-۳

ابی یـنـی مـورد ارزیب شیی پـیونی از نظر توانـایسازی عملکرد چهار روش رگرس هین شبیدر ا
 .ردیگ قرار می

ن بــرای یهمچنــ. وم شــرح داده شــد اســت کــه در بخــش دPLSون یروش اول رگرســ
ن یـبـرای ا. شـود  از روش اعتبارسنجی متقابل استفاده مـیPLSها در  انتخاب تعداد مؤلفه

هـای  شود و از داده ک گروه حذف مییم شده و هر بار یها به پنج گروه تقس منظور ابتدا داده
ر پاسـخ یـرای متغنی بـیب شی پی ک معادلهین ییها و تع گر برای ساختن مؤلفهیچهار گروه د

Yر یـصـورت ز ان مورد استفاده در روش اعتبارسنجی متقابـل بـهیتابع ز. شود  استفاده می
 :شود ف مییتعر

,ˆRMSECV ( ) /
n

CV i i
i

y y n
=

= −∑ 2

1
 

CVˆ,که در آن  iyنی یب شی پiن یـا.  کـه در مـدل حـضور نـداردن مشاهده است هنگامییام
 نـــی اعتبارســـنجی متقابـــلیب شی خطـــای پـــهـــای دوم تـــوانن یانگیـــان جـــذر میـــتـــابع ز

(Root Mean Squares Error of Cross Validation)شود ده میی نام. 
ــ ــیدوم ــمون ین روش، رگرس ــوان ک ــرین ت ــای دوم  ت ــولی ه  Ordinary Least)معم

Squares) است که بـه اختـصار بـا OLSن روش، انتخـاب یسـوم. شـود  داده مـیشی نمـا
ش ی نمـاFVS است و به اختـصار بـا (Forward Variable Selection)رو  شیر پیمتغ

. گـردد ر به مـدل اسـتفاده مـیی جزئی برای ورود متغF ی ن روش از آمارهیدر ا. شود داده می
تـر  شیبـ ۳۵/۴ یعنـی Fام توزیـع ۹۵ر دلخواه از صـدک یک متغین آماره برای یاگر مقدار ا
 .ر وارد مدل خواهد شدیشود آن متغ
 هـــای اصـــلی ون مؤلفـــهیســـازی رگرســـ هین شـــبیـــن روش مـــورد اســـتفاده در ایآخـــر

 (Principal Component Regression) است کـه بـه اختـصار بـا PCRش داده ی نمـا
ن روش یدر ا. کند د مییونی تولیب رگرسیب از ضرایی اریوردگرهاا برPLSشود و مانند  می
خطـی   هـمی لهئحی برای کـاهش اثـر مـسیرهای توضیبات خطی متغی از ترکPLSانند ز مین

ل یـشـوند از روش تحل ده مـییـهای اصـلی نام بات خطی که مؤلفهین ترکیا. گردد استفاده می
حی یرهـای توضـیانس متغیـس کوواریژه مـاتریـهای اصلی و با استفاده از بردارهای و مؤلفه
Xون مـورد اسـتفاده قـرار ید در رگرسیحی جدیرهای توضیعنوان متغ ند و بهیآ  دست می به
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د در مـدل بماننـد از روش یـی کـه بایهـا ز برای انتخـاب تعـداد مؤلفـهیجا ن نیدر ا. رندیگ می
FVSی ب که اگـر مقـدار آمـارهین ترتیبه ا. گردد  استفاده می F ک مؤلفـه از یـ جزئـی بـرای

 .تر باشد آن مؤلفه وارد مدل خواهد شد  بزرگ۳۵/۴  یعنیFام توزیع ۹۵صدک 

 سازی هیان و روش شبی تابع ز-۴-۴

های ذکر شده در بخـش قبـل بنـا  نی که با استفاده از روشیب شی پی ک معادلهید یفرض کن
ˆصورت  شده به ˆŷ α ′= +α xD میدار) ۸(گاه با توجه به مدل  آن. باشد 

ˆ ˆˆ ( ) ( )y y α α ε′− = − + − +α α xD D 

yˆر تـصادفی یمتغ. ز معلوم استی نεها و Xع ی معلوم و توزα̂ و α̂Dکه در آن  y− را 
.  در نظـر گرفـتŷنـدهی آی  توسط مشاهدهyنی یب شیی حاصل از پاعنوان خط توان به می

σ سـهم خطـای تـصادفی ŷ توسـط yبینـی  های دوم خطای پیش اگر از میانگین توان 2 
ب یورد ضـراا اسـت کـه ناشـی از عـدم دقـت در بـرانییـمانـد ز چـه بـاقی مـی کسر شـود آن

شود  سازی در نظر گرفته می هین شبیان برای ایعنوان تابع ز ان بهین زیا. باشد ونی مییرگرس
 :شود ف مییر تعریصورت ز و به

ˆ ˆ ˆ ˆ{( ) ( ) } ( ) ( )Loss α α ′ ′= − + − + − −α α μ α α Γ α αD D
2  

p ۶ ،۲۰، ۵۰ حی برابـریرهای توضـیعنی تعداد متغی مدل ی سازی اندازه هین شبیدر ا و =
σ ۰۵/۰، ۱۵/۰، ۳/۰، ۵/۰، ۱ ز برابــریـانس خطـای تــصادفی نیـوار  در نظـر گرفتــه 2=
 ک مجموعـه نمونـه ازیـ مـدل ی ر پـارامتر متنـاظر بـا انـدازهیشود و با استفاده از مقـاد می

)۲۰+p( ریود که هر داده شامل مقادش سازی می هیداده شب X و Yها است . 
ورد انـی بـریب شیونی ذکر شده معادلات پیهای رگرس ن نمونه و با استفاده از روشیاز ا

 ۵۰۰ن عمـل یا. شود ری مییگ اندازه) ۹( انین معادلات با استفاده از تابع زیشده و دقت ا
σ( انس خطایو وار (p) برای هر اندازه مدلبار  ان برای هر یشود و متوسط ز تکرار می )2

 .گردد ون محاسبه مییروش رگرس
 
 

)۹( 
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 سازی هیج شبی نتا-۵-۴

انس خطای یهای مختلف مدل و سطوح مختلف وار سازی با توجه به اندازه هین شبیج اینتا
مقـادیر داخـل . ش داده شـده اسـتینما) ۲(ونی در جدول یتصادفی برای چهار روش رگرس

 تکـرار آزمـایش ۵۰۰های رگرسیونی در  جدول مربوط به متوسط زیان حاصل از این روش
ها یا متغیرهایی است که در  مقادیر داخل پرانتز نیز مربوط به متوسط تعداد مؤلفه. باشد می

 .اند  تکرار مورد استفاده قرار گرفته۵۰۰این 
حی در مـدل حـضور دارنـد یر توضـیـشود زمانی که شـش متغ ور که مشاهده میط همان

ان یـدارای متوسـط ز) ر از سـطح اولیـغ(انس خطـا یـ در سطوح مختلـف وارFVSروش 
ن یتـر شی دارای بـFVSز بعـد از ی نOLSروش . گر استیهای د تری نسبت به روش شیب

ــمقــدار ز ــان اســت و ای ــی ــدان معناســت کــه در ب ــرد اســتفاده در اهــای مــو ن روشین ب ن ی
ن یـا. نی را دارنـدیب شین توان پیتر ن دو روش کمیسازی معادلات ساخته شده توسط ا هیشب

 و PLSب یـهـای ار  روش.شـود تـر مـی انس خطـا فـاحشیـش واریاختلاف عملکرد با افـزا
PCRانس خطــا روش یــش واریکــسانی دارنــد امــا بــا افــزایبــاً ی عملکــرد تقرPLS دارای 

 .ستیاد نین اختلاف چندان زیشود البته ا ها می  روشی هیری نسبت به بقت ان کمیمتوسط ز
ن عملکـرد را ی بـدترOLSابـد ی ش میی افزا۲۰حی به یرهای توضیزمانی که تعداد متغ

 عملکـرد PCR و FVSهـای  ن حالـت روشیـدر ا. کنـد دا مـییـهـا پ  روشی هینسبت به بق
ان یـانس معـادلاتی بـا زیـسـطوح وار در تمـام PLSن در حالی است کـه یا. کسانی دارندی
انس یـش وارینـی بـا افـزایب شین بهبود در پـیکند و ا ها بنا می ه روشیتر از بق نی کمیب شیپ

 .گردد تر احساس می شیخطا ب
لـی بـدتر از ی خOLSحی در مدل حضور دارنـد عملکـرد یر توضی متغ۵۰اما زمانی که 

ن یـدر ا. نی استیب شیان پین زیرت شیدارای ب OLS ز بعد ازین PCR روش. شود قبل می
انس خطـا یش وارین حالت با افزاین عملکرد را دارد و ایدر تمام سطوح بهتر PLS حالت

انس یـ و در تمام سطوح وار نسبت به قبل بهتر شده FVS  روش. خورد تر به چشم می شیب
 .دارد PLS ک بهیعملکردی نزد

ش یهـا بـا افـزا  روشتمـامنـی یب شیتوان پـ: توان گفت با توجه به مطالب ذکر شده می
ب بـه مراتـب یـونی اریهـای رگرسـ زان کـاهش در روشیابد اما می انس خطا کاهش مییوار
رهـای ین متغین زمـانی کـه بـیهمچنـ. معمـولی اسـتهـای دوم  تـرین تـوان کمتر از روش  کم

 در . عملکرد متفاوتی دارند PCR و PLS های دی وجود دارد روشیخطی شد حی همیتوض
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 های مختلف مدل و سطوح متفاوت واریانس خطای تصادفی  متوسط زیان چهار روش رگرسیونی با اندازه-۲جدول

 ونییهای رگرس روش

PLS PCR FVS OLS 
 اندازه مدل انس خطای تصادفییوار

)۶۰/۴(۰۱۸/۰  )۸۱/۱(۰۲۲/۰  )۰۲/۱(۰۲۱/۰  ۰/۰۱۸۸ ۰۵/۰  ۶ 

)۰۵/۴(۰۴۸/۰  )۸۰/۰(۰۴۲/۰  )۴۱/۰(۰۸۳/۰  ۰۵۷/۰  ۱۵/۰  ۶ 

)۴۰/۳(۰۶۴/۰  )۶۲/۰(۰۷۳/۰  )۲۲/۰(۱۵۵/۰  ۱۱۸/۰  ۳/۰  ۶ 

)۱۲/۲(۰۹۹/۰  )۵۰/۰(۰۹۸/۰  )۱۷/۰(۲۱۷/۰  ۱۹۱/۰  ۵/۰  ۶ 

)۰۱/۲(۱۵۷/۰  )۴۷/۰(۱۶۶/۰  )۱۴/۰(۴۹۲/۰  ۳۸۸/۰  ۱ ۶ 

)۷۲/۶(۰۷۰/۰  )۶۲/۷(۰۶۶/۰  )۹۶/۱(۰۶۲/۰  ۰۵۸/۰  ۰۵/۰  ۲۰ 

)۴۹/۴(۰۹۸/۰  )۳۷/۴(۱۳۵/۰  )۹۷/۰(۱۷۷/۰  ۱۷۸/۰  ۱۵/۰  ۲۰ 

)۲۸/۳(۱۱۴/۰  )۵۱/۳(۲۱۲/۰  )۵۰/۰(۲۱۴/۰  ۳۴۸/۰  ۳/۰  ۲۰ 

)۷۰/۲(۱۴۹/۰  )۹۵/۲(۳۱۸/۰  )۴۱/۰(۳۲۷/۰  ۵۹۰/۰  ۵/۰  ۲۰ 

)۰۵/۲(۲۳۱/۰  )۱۳/۲(۵۰۵/۰  )۲۴/۰(۴۹۱/۰  ۱۶۱/۱  ۱ ۲۰ 

)۸۲/۱۲(۰۸۲/۰  )۷۵/۲۲(۱۴۰/۰  )۸۹/۳(۱۰۸/۰  ۱۴۱/۰  ۰۵/۰  ۵۰ 

)۶۶/۱۱(۱۳۵/۰  )۶۷/۱۶(۳۴۱/۰  )۹۷/۱(۱۴۰/۰  ۴۳۳/۰  ۱۵/۰  ۵۰ 

)۶۴/۱۰(۱۹۴/۰  )۰۷/۱۴(۵۸۲/۰  )۹۲/۰(۲۲۹/۰  ۸۲۴/۰  ۳/۰  ۵۰ 

)۱۱/۹(۲۶۲/۰  )۰۶/۱۲(۹۱۱/۰  )۶۴/۰(۳۱۰/۰  ۴۳۷/۱  ۵/۰  ۵۰ 

)۴۲/۸(۳۸۷/۰  )۲۳/۱۰(۶۰۸/۱  )۳۹/۰(۴۶۰/۰  ۷۲۰/۲  ۱ ۵۰ 

 
نی معتبرتری نسبت به یب شیج پیکند و نتا ها بهتر عمل می  روشی هی از بق PLSن حالتیا
هـای  ت اسـتفاده از روشیـسـازی مز هین شـبیـلـت کلـی، ادر حا. دهد ها ارائه می گر روشید

د یخطـی شـد اد و هـمیـانس خطـای تـصادفی زیـی کـه واریها تیب را در وضعیون اریرگرس
 .دهد است نشان می

] ۴[سازی انجـام شـده در مرجـع  سازی بر اساس شبیه طور که گفته شد این شبیه همان
 طول موج ۵۰ی علوفه و عبور مونه ن۱۹۵ با استفاده از ]۴[گارسویت . صورت گرفته است

هـای رگرسـیونی ذکـر شـده در  را بـا روش PLS هـا عملکـرد روش طیف مادون قرمـز از آن
او ایـن مقایـسه را در پـنج سـطح مختلـف واریـانس . مورد مقایسه قـرار داد) ۳-۴(بخش 

σ ۱، ۷،۳، ۱۰خطــا بــا مقــادیر  p ۸، ۲۰، ۵۰ل هــایی شــام  بــا اســتفاده از مــدل2= = 
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 تکـرار ۵۰۰داده در ) p+۴۰(سازی تعـداد  متغیر توضیحی انجام داد و با استفاده از شبیه
ی مــدل و واریــانس خطــا، متوســط زیــان حاصــل از چهــار روش  آزمـایش بــرای هــر انــدازه

هـای علوفـه نـشان داد  سـازی داده استفاده از شبیه او با .رگرسیونی را مورد بررسی قرار داد
زمانی که تعداد متغیرهای توضیحی خیلی زیاد و واریانس خطای تصادفی نیز بزرگ اسـت 

ــه روشPLSروش  هــای دیگــر دارد و در ایــن حالــت معــادلات   عملکــرد خــوبی نــسبت ب
تـوان نتیجـه   میبنا بر این. کند های رگرسیونی بنا می بینی بهتری نسبت به دیگر روش پیش

های کیوی تقریباً یکـسان  های علوفه و داده سازی داده گرفت که نتایج به دست آمده از شبیه
 .هستند

 ها مرجع

مخـرب بـا اسـتفاده از  صـورت غیـر  کیـوی بـهی تعیـین کیفیـت درونـی میـوه). ۱۳۸۷(مقیمی، علی  ]۱[
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